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[1] A unified model framework with online-coupled meteorology and chemistry and
consistent model treatments across spatial scales is required to realistically simulate
chemistry-aerosol-cloud-radiation-precipitation-climate interactions. In this work, a
global-through-urban WRF/Chem model (i.e., GU-WRF/Chem) has been developed to
provide such a unified model framework to simulate these important interactions across a
wide range of spatial scales while reducing uncertainties from the use of offline-coupled
model systems with inconsistent model treatments. Evaluation against available
observations shows that GU-WRF/Chem is capable of reproducing observations with
comparable or superior fidelity than existing mesoscale models. The net effect of
atmospheric aerosols is to decrease shortwave and longwave radiation, NO2 photolysis
rate, near-surface temperature, wind speed at 10-m, planetary boundary layer height, and
precipitation as well as to increase relative humidity at 2-m, aerosol optical depths,
column cloud condensation nuclei, cloud optical thickness, and cloud droplet number
concentrations at all scales. As expected, such feedbacks also change the abundance and
lifetimes of chemical species through changing radiation, atmospheric stability, and the
rates of many meteorologically-dependent chemical and microphysical processes. The use
of higher resolutions in progressively nested domains from the global to local scale
notably improves the model performance of some model predictions (especially for
chemical predictions) and also captures spatial variability of aerosol feedbacks that cannot
be simulated at a coarser grid resolution. Simulated aerosol, radiation, and cloud
properties exhibit small-to-high sensitivity to various nucleation and aerosol activation
parameterizations. Representing one of the few unified global-through-urban models,
GU-WRF/Chem can be applied to simulate air quality and its interactions with meteorology
and climate and to quantify the impact of global change on urban/regional air quality across
various spatial scales.
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1. Introduction

[2] Global change is driven by an interwoven system of
human and natural processes and include both human-
induced and biophysical transformations of land (e.g.,

urbanization, land use change, desertification), oceans (e.g.,
rise in sea level), atmosphere (e.g., changes in atmospheric
emissions and climate), and ecosystems (e.g., migration and
extinction of species). A changing climate affects air quality
through a number of processes including (1) changes in
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climate variables (e.g., temperature, precipitation, and radi-
ation) that affect emissions, chemical transformation, and
transport processes of pollutants on global through urban
scales, and (2) changes in vegetation and land cover that
alter biogenic and anthropogenic emissions, dry deposition,
and pollution export from the urban/regional environment to
the global. The impact of global change cannot be fully
understood in a simple cause-effect context, as global
change and air quality are closely coupled through many
meteorological, chemical, and radiative processes.
[3] Aerosols can affect climate directly through absorp-

tion and scattering and indirectly through the modification
of cloud formation and evolution. Despite an increasing
number of applications of online-coupled models [e.g.,
Grell et al., 2005, 2011a; Fast et al., 2006; Zhang et al.,
2010a, 2010b, 2012a; Grell and Baklanov, 2011; Forkel
et al., 2011; Yu et al., 2011], the feedbacks from aerosols to
boundary meteorology and radiation cannot typically be
simulated in most current three-dimensional (3-D) models
that do not couple meteorology and chemistry online. Those
feedbacks, however, are important because they can have
a profound impact on climate state and sensitivity to anthro-
pogenic influences [e.g., Jacobson, 2002;Chung and Seinfeld,
2005; H. Liao et al., 2009] and future climate changes may
be affected by improved air quality [Brasseur and Roeckner,
2005].
[4] While climate responses to changes in gases and aero-

sols have been extensively studied in the past several decades
[e.g.,Chuang et al., 1997;Ghan et al., 2001; Jacobson, 2002;
Fiore et al., 2002; Feichter et al., 2004; Liao and Seinfeld,
2005; Chung and Seinfeld, 2005; Intergovernmental Panel
on Climate Change (IPCC), 2007; H. Liao et al., 2009;
Chen et al., 2010], studies focused on the impact of global
change on urban/regional air quality are limited. As shown

in Figure 1, the impact of climate change on air quality is
typically studied through a one-way approach using several
offline-coupled models separately at different scales. These
models typically include a general circulation model (GCM)
that provides future meteorology/climate simulations; a
global air quality model that is driven by GCM and provides
boundary conditions to an urban/regional air quality model; a
regional climate model that downscales the GCM to predict
future regional climate change and a regional air quality
model that predicts the impact of a future climate scenario on
regional air quality. Some modeling systems also consist of
an urban/local weather model that downscales the regional
climate/meteorological model to predict future urban/local
scale climate change, an urban air quality model that predicts
the impact of future climate scenarios on urban/local scale air
quality, and a neighborhood-scale human health/exposure
model to predict the impact of urban/local air pollution on
human health. These models at various scales require natural
and anthropogenic emissions that are affected by population
and economic growth, energy/fuel/technology use, and land
use. The predicted changes in climate and air quality as well as
human health impact on various scales can be used to guide
the development of effective strategies for climate change
mitigation and air quality management as well as relevant
economy and climate policy analysis, all of which, as cyclical
processes, will affect future population and economic growth,
energy/fuel/technology use, and land use, and thus modify
natural and anthropogenic emissions.
[5] While such an offline-coupled model system has been

very useful for answering questions related to air quality
[e.g., Russell and Dennis, 2000; Seinfeld, 2004; Zhang,
2008], it is subject to several limitations/uncertainties due
to incomplete scientific understanding and computational
restrictions. First, model transport and chemistry treatments

Figure 1. A generalized modeling system for linking climate, air quality, human health effect, and policy
studies in offline- and online-coupled modes. The atmospheric processes in blue color can be treated in the
offline-coupled systems, those in pink colors can only be treated in the online-coupled systems, and those
in red color can only be treated in the unified global-through-urban systems.
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are inconsistent among all models in the system [e.g.,
Sanderson et al., 2006; Weaver et al., 2009] and thus
introduce some uncertainties into model estimates. Second,
global models use a spatial resolution that is too coarse to
resolve atmospheric processes at urban/regional scales [e.g.,
Johnson et al., 2001; Mickley et al., 2004; Langner et al.,
2005; Pye et al., 2009]. Interpolation errors in meteorologi-
cal and chemical fields predicted from larger models at much
coarser spatial and temporal resolutions occur when they are
used to drive smaller scale models. Third, uncertainties exist
in the downscaling techniques that may introduce errors
[e.g., Feser and von Storch, 2008; Liu et al., 2012]. Most
importantly, the feedbacks among gases, aerosols, climate,
meteorology, and radiation cannot be taken into account in
many existing offline coupled models at both global and
regional scales [e.g.,Giorgi and Shields, 1999; Prather et al.,
2003; Tagaris et al., 2007; Pye et al., 2009; Weaver et al.,
2009; K. J. Liao et al., 2009]. Such feedbacks can only be
simulated in fully coupled climate/meteorology-chemistry
online models, which have gained increasing attention [e.g.,
Jacobson, 2001a, 2001b; Uno et al., 2003; Grell et al., 2005;
Roeckner et al., 2006; Neary et al., 2007]. In addition, the
separation of global, mesoscale, and urban/local models does
not permit the simulation of the feedbacks of phenomenal
details at a smaller scale into the larger scales [e.g., Hogrefe
et al., 2004; Tagaris et al., 2007; Weaver et al., 2009],
because such feedbacks can only be simulated in unified
global through-urban models, as indicated in Figure 1. These
model deficiencies in accurately representing detailed atmo-
spheric processes and feedbacks have led to the largest
uncertainties in current estimates of direct and indirect effects
of aerosols on climate as well as the impact of climate on air
quality [IPCC, 2007; Zhang, 2008]. While these past studies
significantly advanced our understanding of various atmo-
spheric processes and their interactions, they indicated a need
to develop a framework that can resolve the aforementioned
limitations to further understand scale separation, impacts of
grid resolution, and biases associated with simplifications
and mechanism inconsistencies.
[6] An ideal modeling system should be an online-coupled

unified global through-urban modeling system [e.g., Grell
and Baklanov, 2011] that enables the simulation of major
feedbacks across scales with consistent model treatments in
a single modeling framework. Such an integrated modeling
system, of which few exist at the present time, represents a
new scientific capability for the entire scientific community
to study important problems that require a consideration of
multiscale feedbacks, e.g., dust particles are lifted locally;
they affect local and global circulations, which in turn affect
their further lifting locally. It therefore provides a powerful
tool to address two grand environmental challenges: climate
change and air quality degradation, and the development
of the optimal emission control strategies that lead to co-
benefits for both issues. At present, very few 3-D climate
and air quality models include detailed physical and chemical
treatments, account for all major feedbacks, and can also be
applicable for various spatial scales. For example, the Gas,
Aerosol, Transport, Radiation, General Circulation,Mesoscale,
and Ocean Model (GATOR-GCMOM) of Jacobson [2001a,
2001b, 2004] and Jacobson et al. [2007] represents gas, size-
and composition-resolved aerosol, cloud, and meteorological

processes from the global down to urban scales via nest-
ing, allowing feedback from gases, aerosols, and clouds to
meteorology and radiation on all scales in one model sim-
ulation. The Canadian global multiscale air quality model
(GEM-AQ) of Neary et al. [2007] and Kaminski et al. [2008]
is also a unified online-coupled model that accounts for many
meteorology-chemistry feedback mechanisms and that can
directly downscale to a regional domain at a finer horizontal
grid resolution.
[7] In this study, an online-coupled unified model, i.e.,

the global-through-urban weather and forecasting model with
chemistry (GU-WRF/Chem), is developed to simulate the
interactions between climate/meteorology and air quality.
The overall objectives are to develop a unified model system
to address the above major model deficiencies and reduce
uncertainties associated with current model estimates, validate
this model system using available observations, and demon-
strate the capability of the model system in simulating
the interactions between global climate changes and urban/
regional air quality through an initial application over pro-
gressively nested domains from the global to urban scales.

2. Model Development and Characteristics

[8] GU-WRF/Chem is based on the global WRF (GWRF)
version 3.0 [Richardson et al., 2005, 2007; Skamarock et al.,
2008] developed at California Institute of Technology
(Caltech) in collaboration with U.S. NCAR and the meso-
scale WRF/Chem version 3.0 initially developed by U.S.
NOAA in collaboration with NCAR and multiple organiza-
tions and further developed by the lead author’s group at
North Carolina State University (NCSU). WRF is designed
for the 1–10 km grid-scale research applications and opera-
tional forecasting. It is a non-hydrostatic model that fully
conserves mass and includes several options of dynamic
cores, physical parameterizations, and nesting [Skamarock
et al., 2008]. Since its first release in 2000, WRF has been
developed rapidly and has evolved into several new versions
for applications including a mesoscale WRF/Chem predic-
tion system that fully couples meteorology and chemistry
online [Grell et al., 2005; Fast et al., 2006; Zhang et al.,
2010a, 2012a], a regional climate WRF (RC-WRF) [Done
et al., 2005; Liang et al., 2005a, 2005b], a hurricane WRF
(H-WRF) [Cangialosi et al., 2005], and GWRF. In addition,
WRF and WRF-Chem have been applied at the large Eddy
simulation scale [e.g., H. Wang et al., 2009, 2010]. The
default released mesoscale WRF/Chem v3.0 contains two
hard-coded gas-phase chemical mechanisms, i.e., the second
generation Regional Acid Deposition Model Mechanism
(RADM2) [Stockwell et al., 1990] and the Carbon-Bond
Mechanism version Z (CBM-Z) [Zaveri and Peters, 1999]
(which is a variant of the Carbon BondMechanism IV (CBM-
IV) [Gery et al., 1989]). The Kinetic PreProcessor (KPP)
[Salzmann, 2008; Grell et al., 2011b] is used in WRF/Chem
as a chemical solver, which allows the implementation of
additional gas-phase chemical mechanisms into WRF/Chem.
At the time of the release of WRF/Chem v3.0, the equation
files existed for RADM2 as well as several versions of
the Regional Atmospheric Chemistry Mechanism (RACM)
[Stockwell et al., 1997]. The two aerosol modules available
in WRF/Chem v3.0 are the Modal Aerosol Dynamics Model
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for Europe (MADE) [Ackermann et al., 1998] with the sec-
ondary organic aerosol (SOA) model (SORGAM) of Schell
et al. [2001] (referred to as MADE/SORGAM), and the
Model for Simulating Aerosol Interactions and Chemistry
(MOSAIC) [Zaveri et al., 2008]. An updated version of the
CBM-IV, i.e., the 2005 version of CBM (CB05) of Yarwood
et al. [2005] and Sarwar et al. [2008] and the Model of
Aerosol Dynamics, Reaction, Ionization, and Dissolution
(MADRID) of Zhang et al. [2004, 2010b] were incorporated
into the mesoscale WRF/Chem v3.0 (referred to as WRF/
Chem-MADRID) [Zhang et al., 2010a, 2012a]. CB05 and its
extension (e.g., CB05 with a chlorine (Cl) chemistry exten-
sion (CB05Cl)) were developed by the U.S. EPA and its
contractor [Sarwar et al., 2008]. CB05 has been used in the
U.S. EPA’s CMAQ as the default gas-phase mechanism.
With the addition of over 60 reactions into CBM-IV, CB05
is more suitable for simulating biogenics, toxics, and species
potentially important to particulate matter (PM) formation
and acid deposition; it can also better simulate some condi-
tions encountered in pristine areas, winter temperatures, and
high altitude situations. WRF and WRF/Chem offer 1-way or
2-way nesting. At each coarse-grid time step, the fine grid
boundary conditions (i.e., the lateral boundaries) are interpo-
lated from the coarse grid simulation in both nesting modes,
and the fine grid solution replaces the coarse grid solution for
coarse grid points that lie inside the fine grid in the 2-way
nesting modes [Skamarock et al., 2008].
[9] In a parallel effort to the mesoscale WRF and WRF/

Chem development at the U.S. NCAR and NOAA, GWRF
was developed by Caltech/NCAR and has been applied to
simulate the interannual variability of dust storms in the
atmospheres of Mars and Titan [Richardson et al., 2005,
2007] and global climate change [e.g., Zhang et al., 2012b].
It uses non-conformal projections with a lat-long grid with a
polar Fourier filter to avoid instabilities due to E-W distance
between grid points becoming small near poles. GWRF was
released in 2007 along with the mesoscale WRF v3.0.
GWRF offers the same set of physical options for transport
schemes and cloud microphysics as mesoscale WRF as
described in Skamarock et al. [2008]. Despite large biases at
high latitudes and over Arctic and Antarctic areas, it shows
overall good performance in terms of the global zonal mean
climatology [Richardson et al., 2007] and major boundary
layer meteorological variables [e.g., Zhang et al., 2012b] as
compared to observations from surface networks and satel-
lites, which is also consistent with GCMs.
[10] The development of GU-WRF/Chem involves several

steps. First, the mesoscale WRF/Chem-MADRID is global-
ized through linking it with GWRF. Second, several existing
model treatments in WRF/Chem-MADRID are improved
and new model treatments are incorporated to ensure an
appropriateness of model treatments at all scales. These
treatments include gas-phase chemistry, photolytic rate cal-
culation, aerosol microphysics and chemistry, and aerosol-
cloud interactions. Third, emissions of air pollutants from
various emission inventories are assembled and regridded
into the model grids and the improved/new model treatments
are tested and further improved within GU-WRF/Chem.
Fourth, sensitivity simulations are conducted to understand
the impact of modified/new model treatments before their
applications at various scales. These treatments are described
below. The emissions assembly and regridding will be

described as part of the model application in section 3. Sen-
sitivity simulations using alternative model treatments will be
described in section 4.

2.1. Gas-Phase Chemistry

[11] Major challenges in developing GU-WRF/Chem are
to ensure the appropriateness of the chemical mechanism in
simulating O3, PM2.5, their precursors, and mercury (Hg) in
both troposphere and stratosphere and the interactions
between aerosols and clouds. None of the existing mechan-
isms (i.e., RADM2, RACM, CBM-Z) in WRF/Chem v3.0
has such a capability. An appropriate gas-phase chemical
mechanism is therefore needed in GU-WRF/Chem.
[12] In this study, a new chemical mechanism based on

CB05 is developed for its global application (referred to as
CB05 with global extension (CB05_GE)) [Karamchandani
et al., 2012] by adding Hg chemistry, the chemistry of the
marine boundary layer, the chemistry of the upper tropo-
sphere and lower stratosphere, and Arctic chemistry. The
CB05_GE mechanism is implemented into GU_WRF/Chem
using the Kinetic PreProcessor (KPP) [Salzmann, 2008;
Grell et al., 2011b] and coupled with aerosol and aqueous-
phase chemistry in GU-WRF/Chem. Compared with CB05,
which includes 51 species and 156 reactions, CB05_GE
contains 289 reactions among 118 species, with a total of 129
new reactions including 6 stratospheric reactions involving
molecular oxygen (O2), excited atomic oxygen (O1D),
methane (CH4), nitrous oxide (N2O), and carbon dioxide
(CO2) based on Jacobson [2005, 2008] and Seinfeld and
Pandis [2006], 78 reactions for 25 halogen species (48 for
14 Cl and 30 for 11 Br species), 4 Hg reactions for ele-
mental mercury (Hg(0)), divalent mercury Hg(II) (gas+PM),
14 heterogeneous reactions on aerosol/cloud and 10 reac-
tions on polar stratospheric clouds (PSCs), and 17 oxidation
reactions of volatile organic compounds (VOCs) (see
Karamchandani et al. [2012, Tables 1–5] for these reac-
tions). The heterogeneous reactions in CB05_GE contain 12
reactions on particle surfaces including the oxidation of SO2

to sulfate on mineral aerosols based on Dentener et al.
[1996]; 2 reactions on cloud droplets; and 10 reactions on
Type I and Type II PSCs. The rate constants of the first-
order reactions are first calculated as a function of the total
surface area of particles, the reaction probability (also called
the uptake coefficient) of the gas, and the thermal speed of
the impinging gas following Jacobson [2005]. Second-order
reaction rate constants are then determined for most of
the reactions by dividing the first-order rate constants by
the concentration of the adsorbed species, following the
approach of Kirner et al. [2011]. Five species, i.e., water
vapor (H2O), CH4, O2, CO2 and hydrogen (H2), that are
either not included or included as a constant in nearly all
regional models, are treated as chemically reactive species,
allowing the simulations of their emissions and/or chemical
reactions. The production of H2O from the oxidation of CH4

and other VOCs is explicitly treated to allow for feedback
between the meteorological and chemistry components of
WRF/Chem, while CH4, H2, and CO2 are modeled species
in GU-WRF/Chem with specified emission rates. O2 is
included to allow for its photolysis as a source of O3 in the
stratosphere. The reaction of CO2 with O1D is added to
account for its quenching based on Jacobson [2008]. In
addition, many of the existing CB05 reactions were updated
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to allow the explicit production of species such as H2O and
CO2. A more detailed description of the CB05_GE gas-
phase chemical mechanism can be found in Karamchandani
et al. [2012].

2.2. Aerosol Treatments and Radiation-Aerosol-Cloud-
Precipitation Interactions

[13] Among the three aerosol modules in GU-WRF/Chem,
MADRID is selected because it contains a secondary organic
aerosol (SOA) module that is superior to that in MADE/
SORGRAM and that is not included in MOSAIC (note that
MOSAIC in WRF/Chem version 3.3 and newer contains a
SOA module). MADRID is an aerosol module that treats all
major aerosol chemical and microphysical processes includ-
ing inorganic aerosol thermodynamic equilibrium, SOA
formation, nucleation, gas/particle mass transfer, condensa-
tion, and coagulation. The inorganic aerosol thermodynamic
equilibrium is based on ISORROPIA version 1.7 of Nenes
et al. [1998]. As described in Zhang et al. [2010b], the
SOAmodule simulates 25 SOA species formed by absorbing
oxidation products of biogenic VOCs including isoprene and
terpene, and anthropogenic VOCs including toluene, xylene,
higher molecular alkanes, and polycyclic aromatic hydro-
carbons. Terpene is split into sesquiterpene and five mono-
terpene families including surrogate species for a-pinene and
sabinene, surrogate species for b-pinene and D3-carene,
limonene, terpinene, and surrogate species for other mono-
terpenes. The binary homogeneous nucleation of sulfuric acid
and water vapor is simulated based on the algorithm of
McMurry and Friedlander [1979] that accounts for the com-
petition between nucleation and condensation. Gas/particle
mass transfer in MADRID is simulated with three algorithms:
a bulk equilibrium approach that assumes full equilibrium
between gas and particulate phases, a hybrid approach that
treats mass transfer explicitly for coarse particles and assumes
full equilibrium for fine particles, and a kinetic approach that
solves the full aerosol dynamic equation. Full equilibrium is
used as the default algorithm for GU-WRF/Chem model
development and initial applications in this work. In the
hybrid or kinetic approach, condensation and evaporation of
condensable gas-phase species are explicitly simulated based
on the analytical predictor of condensation of Jacobson
[2005]. When the bulk equilibrium approach is used, con-
densation is implicitly treated by allocating the transferred
mass to different size sections based on the condensational
growth law as described in Zhang et al. [2004]. The growth of
particles over sections with fixed size boundaries due to
condensation and aqueous-phase chemistry is simulated using
the moving-center scheme of Jacobson [2005]. The coagu-
lation algorithm is based on the module of Jacobson et al.
[1994].
[14] GU-WRF/Chem uses the same aerosol direct and

indirect effect treatments as those for the mesoscale WRF/
Chem, which were described in Fast et al. [2006] and
Chapman et al. [2009]. A brief description is provided
below. Aerosol radiative properties are simulated based on
the Mie theory. Aerosol direct radiative forcing is calculated
using the Goddard shortwave radiative transfer model of
Chou et al. [1998]. The aerosol indirect effects are simulated
through aerosol-cloud-radiation-precipitation interactions.
Cloud Condensation Nuclei (CCN) spectrum is determined
based on the Köhler theory as a function of aerosol number

concentrations and updraft velocity following the aerosol
activation/resuspension parameterization of Abdul-Razzak
and Ghan [2002]. The subgrid updraft velocity is calcu-
lated from turbulence kinetic energy for all layers above
surface and diagnosed from eddy diffusivity at the surface.
The same parameterization was used to calculate updraft
velocities on different nested domains in the GU-WRF/
Chem simulations. Cloud droplet number concentrations
(CDNC) are then predicted by accounting for their changes
due to major cloud processes including droplet nucleation/
aerosol activation, advection, collision/coalescence, collec-
tion by rain, ice, and snow, and freezing to form ice crystals
following the parameterization of Ghan et al. [1997], which
has been added to the existing Lin cloud microphysics
scheme [Lin et al., 1983; Chen and Sun, 2002] to allow the
two-moment treatment of cloud water. The cloud-precipita-
tion interactions are simulated by accounting for the depen-
dence of autoconversion of cloud droplets to rain droplets on
CDNC based on the parameterization of Liu et al. [2005].
The cloud-radiation interactions are simulated by linking
simulated CDNC with the Goddard shortwave radiation
scheme of Chou et al. [1998] and the Lin et al. microphysics
scheme [Skamarock et al., 2008]. Although the cloud treat-
ments in the Lin et al. scheme in GU-WRF/Chem remain
parameterized and they are based on the two-moment modal
cloud size distribution, they are much more physically
based, as compared to most models that use highly simpli-
fied cloud microphysics and diagnose CDNC.
[15] To ensure an adequate representation of aerosol pro-

cesses and aerosol-cloud-precipitation interactions in GU-
WRF/Chem, several aerosol-related treatments are improved
in this work. CB05_GE is coupled with MADRID and
MOSAIC to provide the gas-phase mechanism to produce
precursors for secondary aerosols. It is also coupled with the
Carnegie Mellon University (CMU) aqueous-phase chemical
mechanism of Fahey and Pandis [2001], which allows
additional aerosol formation in cloud and raindrops. The
nucleation treatment in MADRID is improved through the
incorporation of two nucleation parameterizations including
the empirical power law (PL) of Sihto et al. [2006] and the
ion-mediated nucleation (IMN) scheme of Yu [2010] (referred
to as SI06 and YU10, respectively hereafter). SI06 uses the
PL expression to calculate nucleation rates as a function
of number concentrations of sulfuric acid (H2SO4) with
the power order of 1 and a prefactor of 1.7 � 10�6 that are
derived based on the cluster-activation nucleation theory
suggested by Kulmala et al. [2006] using observed nucleation
rates from field campaigns in Europe. The prefactor A is an
empirical coefficient representing the actual physics and
chemistry of the nucleation process. Its values may vary with
location or season or time of sampling. SI06 is shown to be the
most accurate nucleation parameterization among a number of
binary, ternary, and empirical nucleation schemes tested to
represent nucleation processes under urban conditions by
Zhang et al. [2010a, 2010b]. YU10 is based on a kinetic model
that explicitly solves the interactions among ions, neutral and
charged clusters, vapor molecules, and pre-existing particles
[e.g., Yu and Turco, 2000; Yu, 2006]. The ionization rates are
affected by galactic cosmic rays (GCR) and some localized
sources such as radioactive emanations, lighting, and nuclear
waste [Yu et al., 2010]. The simulation with YU10 uses a
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lookup table for ionization rates, with GCR ionization based
on the schemes of Usoskin and Kovaltsov [2006] and the
contribution of radioactive materials from soil based on the
profiles given in Reiter [1992]. In the lower troposphere,
ionization rate (Q) is generally below 10 ion-pairs cm�3 s�1.
In the upper troposphere, Q is in the range of 10–20 ion-pairs
cm�3 s�1 at the low latitudes (30�S–30�N) and 20–40 ion-
pairs cm�3 s�1 at the high latitudes. A zonally averaged
annual mean Q values can be found in Yu et al. [2010]. Recent
studies have shown that the physically-based IMN is sup-
ported by detailed field measurements (including the over-
charging ratio of freshly nucleated particles) [Yu and Turco,
2011] and may provide an important source of new particles
in the global atmosphere [Yu et al., 2008; Yu and Luo, 2009].
By comparing global aerosol number concentration predic-
tions based on six widely used nucleation schemes (two
binary, two empirical, and two ion-mediated or ion-induced)
with an extensive set of aerosol number concentration data
derived from land, ship, and aircraft measurements, Yu et al.
[2010] showed that only YU10 could reasonably account
for both absolute values (within a factor of �2) and spatial
distributions of particle number concentrations in the entire
troposphere. In this work, both SI06 and YU10 are there-
fore selected and implemented into GU-WRF/Chem as
alternative nucleation parameterizations. Section 4 shows
preliminary sensitivity test simulations using various nucle-
ation parameterizations.
[16] Aerosol activation and scavenging are the direct

microphysical links between aerosol and clouds and there-
fore critical to the estimation of aerosol indirect effects. The
aerosol activation parameterization used in the publically
released version of WRF/Chem is based on that of Abdul-
Razzak and Ghan [2002] (ARG02). It uses an empirical
prescribed value of geometric diameter and standard devia-
tion and treats each section as a separate mode. In this study,
the aerosol activation parameterization of Fountoukis and
Nenes [2005] (FN05) has been incorporated into GU-WRF/
Chem as an alternative aerosol activation parameteriza-
tion. Similar to ARG02, FN05 has been coupled with the
MADRID aerosol module and the CMU aqueous-phase
chemical mechanism. Several differences exist between
ARG02 and FN05. First, ARG02 calculates the maximum
parcel supersaturation (Smax) explicitly by using a correlation
derived from the regression of numerical parcel calculations.
FN05 explicitly solves Smax from the water balance equation
using an adiabatic cloud parcel model with the “population
splitting” technique that separates CCN with a size close to
their critical diameter from those with other sizes. Second,
FN05 includes an explicit treatment of mass transfer (i.e.,
kinetic) limitations in droplet growth, whereas ARG02
assumes instantaneous activation of CCN and equilibrium
growth to its critical diameter when the parcel supersatura-
tion equals the CCN’s critical supersaturation without
accounting for kinetic effects. Third, FN05 accounts for the
size-dependence of the water vapor diffusivity coefficient
and mass transfer coefficient for the growth of water droplets,
which is neglected in ARG02. FN05 thus provides a more
accurate treatment than many other parameterizations such as
ARG02. Test results using the two different activation para-
meterizations are compared to examine their limitations and
the sensitivity of aerosol indirect effects to these approaches
in section 4.

2.3. Other Model Treatments

[17] To enable the aforementioned new/modified model
treatments, several additional model treatments are revised.
The photolytic reaction rates in GU-WRF/Chem are calcu-
lated using the Fast Tropospheric Ultraviolet-Visible (FTUV)
model [Tie et al., 2003]. CB05_GE contains 38 out of the 56
photolytic reactions included in the original FTUV and it
treats 11 additional photolytic reactions that are not supported
in the FTUV, including those of hypochlorous acid (HOCl),
formyl chloride (FMCL), nitrohydrochloric acid (ClNO2),
hydrochloric acid (HCl, chlorine peroxide (Cl2O2), molecular
bromine (Br2), hypobromous acid (HOBr), nitryl bromide
(BrNO2), hypobromite (BrO), bromine chloride (BrCl), and
hydrogen bromide (HBr). The photolysis data of these
species in 17 wavelength bins are added in the FTUV based
on Sander et al. [2006]. Since the default FTUV can only use
the RADM2 gas-phase mechanism that is coupled with
MADE/SORGAM, it includes only 21 photolytic reactions.
To couple CB05_GE with the FTUV, the photolysis rates for
additional 28 species are added in the interface between
CB05_GE and FTUV to support CB05_GE and its coupling
withMADRID. Since the FTUV does not calculate photolysis
rates at the top model level in its default setting, it is modified
in this work to provide photolysis rates for all model layers.
[18] Several changes are made in the online emission

modules for mineral dust and biogenic VOCs to overcome
some of their limitations, which are described in section 3.2.

3. Initial Application

3.1. Model Configuration and Evaluation Protocol

[19] GU-WRF/Chem simulations over five domains in
2001 January and July are conducted to evaluate the model
performance. Table 1 summarizes the model configurations.
Figure 2 shows the five domains including a global domain
at 4� latitude � 5� longitude (D01), a Trans-Pacific domain
at 1.0� � 1.25� (D02) covering Asia, the Pacific Ocean, and
North America, two regional domains at 0.33� � 0.42� over
the continental U.S. (D03) and East Asia (D04), and an
urban domain at 0.08� � 0.10� over the eastern U.S. (D05).
D01 provides a global assessment of the model capability
and simulated meteorology and chemistry interactions and it
also provides boundary conditions to nested domains. D02
allows an examination of the impact of intercontinental
transport of air pollutants originating from Asia on air
quality over the U.S. D03 and D04 are regional domains
comparable to domains used for many past regional air
quality simulations using WRF/Chem and other models such
as CMAQ, thus permitting an intercomparison of model
performance between GU-WRF/Chem and regional models.
D05 allows an examination of the model capability on an
urban scale. One-way nesting is used. The horizontal grid
interpolation from the coarse grid simulation is performed
every 20 min to generate time-dependent lateral boundary
conditions for the nested domains.
[20] To separate the effects of PM from those of gases on

model predictions, two sets of model simulations are con-
ducted for each month. In the baseline simulations, all
meteorological and chemical processes of gases and PM
species are included. In the second set of simulations, all
model treatments remain the same as the baseline simulation
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except that PM emissions and secondary PM formation
processes are turned off, which essentially shuts off the
feedbacks between meteorology and aerosols (except those
caused by background concentrations of aerosols). Since
both simulations use the same initial conditions for PM over
the global domain and the same initial and boundary con-
ditions for PM which represent relatively clean conditions

on nested domains, the differences in model predictions
between the two sets of simulations are caused by additional
PM resulting from primary PM emissions and gas-to-particle
conversions in a polluted environment; they provide an
estimate of the aerosol feedbacks to shortwave radiation,
PBL meteorology, and cloud formation. The aerosol feed-
backs are analyzed using domain-wide monthly mean spatial

Table 1. GU-WRF/Chem Configurations

Attribute Model Configuration

Simulation period January 1–31 and July 1–31, 2001
Domain Global and nested regional/urban domains
Horizontal resolution Global (D01): 4� � 5�, 45 (latitude) � 72 (longitude)

Trans-Pacific (D02): 1.0� � 1.25�, 44 � 192
North America (D03): 0.33� � 0.42�, 84 � 168
East Asia (D04): 99 � 177
Eastern U.S. (D05): 0.08� � 0.10�, 136 � 144

Vertical resolution 27 layers from 1000–50 mb, with 17 layers in PBL (<2.6 km)
Meteorological IC and BC The National Centers for Environmental Predictions Final Analysis (NCEP-FNL)

reanalysis data; re-initialization every 4 days
Shortwave radiation Goddard shortwave radiation scheme [Chou et al., 1998]
Longwave radiation The rapid radiative transfer model (RRTM) [Mlawer et al., 1997]
Land surface Community National Centers for Environmental Prediction (NCEP), Oregon State

University, Air Force, and Hydrologic Research Lab-NWS Land Surface Model
(NOAH) [Chen and Dudhia, 2001; Ek et al., 2003]

Surface layer Monin-Obukhov [Monin and Obukhov, 1954; Janjic, 2002]
PBL Yonsei University Scheme (YSU) [Hong et al., 2006]
Cumulus Kain-Fritsch (KF) II [Kain and Fritsch, 1990, 1993; Kain, 2004]
Microphysics Purdue Lin [Lin et al., 1983; Chen and Sun, 2002]
Aerosol activation Abdul-Razzak and Ghan (A-R & G) [Abdul-Razzak and Ghan, 2002]
Gas-phase chemistry CB05_GE [Karamchandani et al., 2012] (Baseline)
Photolysis F-TUV [Tie et al., 2003]
Aerosol module Model of Aerosol, Dynamics, Reaction, Ionization, and Dissolution (MADRID)

[Zhang et al., 2004, 2010b] (Baseline)
Model for Simulating Aerosol Interactions and Chemistry

Aqueous-phase chemistry Carnegie Mellon University (CMU) mechanism of Fahey and Pandis [2001]
Chemical initial conditions O3, N2O, and CH4 from CCSM and the other moderately long-lived species are from

GEOS-CHEM (GEOS-Chem v7-04-12 run0). The short-lived radicals are set to be
clean conditions and aerosols are based on the default ICs from regional WRF/Chem.

Chemical boundary conditions BCs for D02-D05 are from their respective parent domains
Anthropogenic/natural emissions See Table 2

Figure 2. Simulation domains: Global (D01): 4� � 5�, 45 (latitude)� 72 (longitude), Trans-Pacific (D02):
1.0� � 1.25�, 44� 192; CONUS (D03): 0.33� � 0.42�, 84� 168, East Asia (D03): 99� 177 (China), and
Eastern U.S. (D04) 0.08� � 0.10�, 136 � 144.
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distributions to minimize the chaotic nature of the relatively
short model simulations. Region-specific vertical profiles are
also examined to study the aerosol feedback signals in pop-
ulated continents where the aerosol concentrations (and thus
the feedback signals) are high. Sensitivity simulations using
the FN05 droplet activation and the SI06 and YU10
nucleation parameterizations are also conducted.

3.2. Model Inputs

[21] While a number of global emission inventories exist,
they may not contain all emitted species included in
CB05_GE and none of them reflect the latest changes at
urban/regional scales in rapidly growing regions such as
Asia. In addition, the emissions of a species commonly
included in different emission inventories may be different,
so it is important to examine their fidelity before their usage
for model applications. In this study, we therefore develop a
global emission inventory that incorporates the latest
development on regional scales and that represents the best
publicly available emissions of gases, primary PM, and Hg
from the literature and public web sites.
[22] Table 2 summarizes the emitted species and the

sources of their emissions compiled for the global and nested
regional domains. The emissions of ketone (KET), terpenes
(TERP), sulfur dioxide (SO2), nitric oxide (NO), carbon
monoxide (CO), ammonia (NH3), elemental carbon (EC),
and organic matters (OM) are based on the Model for Ozone
and Related chemical Tracers, version 4 (MOZART 4) at a
grid resolution of 1� � 1� and the emissions of CH4, N2O,
H2, acetaldehyde (ALD2), formaldehyde (FORM), ethane
(ETHA), ethene (ETH), internal olefin (IOLE), olefin (OLE),
isoprene (ISOP), methanol (MEOH), and ethanol (ETOH)
are based on the Community Atmospheric Model version 4
(CAM4) at �2.8� � �2.8� (T42LR), both of which are
provided by NCAR [Emmons et al., 2010]. However, the
total emissions of CO and nitrogen oxides (NOx) from
MOZART4 are much higher than those from the REanalysis
of the TROpospheric chemical composition (RETRO) [Schultz
et al., 2007], the Global Fire Emissions Database (GFED)
version 2 [Randerson et al., 2007] (http://daac.ornl.gov/
VEGETATION/guides/global_fire_emissions_v2.1.html), and
the Intergovernmental Panel on Climate Change (IPCC)
Special Report on Emission Scenarios (SRES) [IPCC, 2000]
(http://www.grida.no/climate/ipcc/emission/); and they are
therefore adjusted based on the total emissions of the IPCC
and the monthly variations of the RETRO. The scaling
factors used are 0.7 for CO emissions in both months and
0.7 for NOx emissions in July, 2001. The emissions of CO2,
cresol (CRES), higher carboxylic acid (AACD), formyl
chloride (FMCL), hydrocarbon with three, five, and eight
carbon atoms (HC3, HC5, HC8), xylene (XYL), toluene
(TOL), and other inorganic primary PM2.5 are taken from
RETRO [Schultz et al., 2007] at 0.5� � 0.5�. The emissions of
methyl chloride (CH3Cl), chlorine nitrite (ClNO2) and
hydrochloric acid (HCl) are from the Reactive Chlorine
Emissions Inventory (RCEI) [McCulloch et al., 1999; Keene
et al., 1999] (http://www.geiacenter.org/rcei/) at 1� � 1�
and the emissions of trichlorofluoromethane (CFCl3 or CFC-
11), dichlorodifluoromethane (CF2Cl2 or CFC-12) difluoro-
chlorobromomethane (CF2ClBr), and trifluorobromomethane
(CF3Br) are from the IPCC SRES at 1� � 1�. The emissions of

Hg(0), Hg(II) (gas+PM), and particulate mercury (HgP) from
anthropogenic, oceanic, volcanic and other natural sources as
well as reemissions from land and ocean are based on Seigneur
et al. [2001, 2004] and Lohman et al. [2008]. The emissions
of paraffin (PARA) are calculated using the emissions
of ALD2, IOLE, and OLE from CAM4, and those of HC3,
HC5, HC8, and AACD from RETRO. The hourly emissions
of SO2, NO, NO2, CO, NH3, ALD2, FORM, ETHA, ETH,
IOLE, OLE, ISOP, MEOH, ETOH, XYL, TOL, EC, OM,
primary SO4

2�, primary NO3
�, and other inorganic primary

PM2.5 and PM10–2.5 from regional emission inventories over
North America (i.e., the U.S. 1999 National Emissions
Inventory (NEI) version 3, http://www.epa.gov/ttn/chief/net/
1999inventory.html) and East Asia [e.g., Q. Zhang et al.,
2009; L.-T. Wang et al., 2010] are available at a grid resolu-
tion of 36 � 36 km2 and used for D03 and D04, respectively.
They are regridded to various grid resolutions for use over
D05 and for replacement of their emissions over D01 and
D02. The updated Asian emissions were developed using a
technology-based, bottom-up methodology following the
general approach of Streets et al. [2003] with more detailed
activity/fuel categories based on a proper understanding of
China’s current combustion/process technologies [Streets et al.,
2006].
[23] Emissions of sea salt and mineral dust depend on

meteorological conditions (horizontal wind speed and tem-
peratures). They affect radiative transfer and thus induce
dynamical feedbacks [e.g., Ramanathan et al., 2001;
Jacobson, 2002, 2005]. The changes in local winds will in
turn affect further their lifting. Similarly, while temperature
and photosynthetically active radiation (PAR) affect biogenic
emissions, the effects of biogenic emissions can be fed back
to temperature and PAR through their effects on solar and
thermal-IR radiative transfer. Mineral dust emissions depend
not only on meteorological variables but also additional
parameters (e.g., soil moisture and land use), which in turn
affect boundary layer structures and biogenic emissions.
Those two-way feedbacks cannot be adequately represented
using static emissions. Their emissions are therefore calcu-
lated online in GU-WRF/Chem to enable the feedbacks of
meteorology on their emissions as well as their feedbacks on
radiation and meteorology.
[24] The sea-salt emission module used in WRF/Chem

v3.0 is based on the work of Gong et al. [1997] with an
updated treatment for smaller sea-salt particles fromO’Dowd
et al. [1997]. A number of dust emission schemes have been
developed in the past several decades [e.g., Gillette and
Passi, 1988; Marticorena and Bergametti, 1995; Draxler
et al., 2001] to estimate dust emissions as a function of
meteorological variables such as friction velocity, soil tex-
ture, surface roughness, and land-use characteristics. One of
the dust emission modules available in WRF/Chem v3.0 is
based on Shaw [2008] which calculates dust emissions as a
function of surface wind stress, vegetation, and soil type and
uses an upper bound of friction velocity of 100 cm s�1 to
eliminate unrealistically high dust emissions. However, it
uses vegetation masks that are specific to Mexico applica-
tions (i.e., grass, shrub, and savanna), which are not appro-
priate for global applications. In this work, two land types
(i.e., mixed shrub/grassland and barren or sparsely vegetated
land) are added as possible sources of dust emissions. In
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addition, a factor of 0.05 is used to scale down the predicted
emissions to match the global emission estimate of Zender
et al. [2003]. For emissions of biogenic species such as
isoprene and monoterpenes, several schemes are developed
to account for their dependences on temperature, PAR, and
land use [e.g., Guenther et al., 1993, 1994, 1995; Pierce
et al., 1998; Levis et al., 2003; Jacobson, 2005]. The
scheme used in this work is based on the modified Guenther
biogenic emissions module [Guenther et al., 1993, 1994;
Simpson et al., 1995]. This scheme was originally coupled
with CBM-Z, RACM, and RADM which do not include the
chemical reactions of terpenes. Therefore, the emissions of
terpenes are mapped to isoprene, olefin, and xylene with
constant distribution factors that are dependent on land use
types for simulations using these gas-phase mechanisms. In
this work, the emissions of terpenes generated from the
Guenther scheme are directly mapped with those of terpenes
treated in CB05_GE.

3.3. Evaluation Protocol

[25] Model performance is evaluated for both meteorologi-
cal and chemical predictions from the global-through-urban
domains using available surface and satellite observations as
well as reanalysis data for January and July 2001. The satellite
data sets include the Total Ozone Mapping Spectrometer/
the Solar Backscatter UltraViolet (TOMS/SBUV), the Mea-
surements Of Pollution In The Troposphere (MOPITT), the
Global Ozone Monitoring Experiment (GOME), and the
Moderate Resolution Imaging Spectroradiometer (MODIS).
Global surface network data include the Baseline Surface
Radiation Network (BSRN) and the National Climatic Data
Center (NCDC). The reanalysis data include the National
Oceanic and Atmospheric Administration Climate Diag-
nostics Center (NOAA/CDC), the Climate Prediction Center
(CPC) Merged Analysis of Precipitation (CMAP), and the
Global Precipitation Climatology Project (GPCP). Other
observation-based data include the MODIS-derived cloud

Table 2. Sources of Emission Inventories Used for Global and Regional Domainsa

Species Sources Spatial (Temporal) Resolution Year
Available
Domain

KET,b TERP MOZART4 1� � 1� (monthly) 2000 Global
CH4, N2O, H2 CAM4 �2.8� � �2.8� (T42LR) (monthly) 2000 Global
CH3Cl, ClNO2, HCl RCEI 1� � 1� (Annual) 1990 Global
CFC-11, CFC-12, CF2CLBR, CF3BR IPCC 1� � 1� (Annual) 2000 Global
CO2, CRES, AACD, FMCL, HC3, HC5, and HC8 RETRO 0.5� � 0.5� (monthly) 2000 Global
Hg(0), Hg(II) (gas+PM), HgP AER, Inc.

[Lohman et al., 2008]
1� � 1� (Annual) 1998/1999 Global

SO2, NO, CO, EC, OM MOZART4 1� � 1� (monthly), 2000 Global
U.S. EPA NEI99v3 36 km � 36 km (hourly) 2001 North America
2006 Asian Emissions 36 km � 36 km (hourly) 2006 East Asia

NO2 U.S. EPA NEI99v3 36 km � 36 km (hourly) 2001 North America
2006 Asian Emissions 36 km � 36 km (hourly) 2006 East Asia

NH3
c MOZART4/CAM4 1� � 1�/�2.8� � �2.8� (monthly), 2000 Global

U.S. EPA NEI99v3 36 km � 36 km (hourly) 2001 North America
2006 Asian Emissions 36 km � 36 km (hourly) 2006 East Asia

ALD2, FORM, ETHA, ETH, IOLE, OLE, ISOP,
MEOH, ETOH

CAM4 1� � 1� (T42LR) (monthly) 2000 Global

U.S. EPA NEI99v3 36 km � 36 km (hourly) 2001 North America
2006 Asian Emissions 36 km � 36 km (hourly) 2006 East Asia

XYL, TOL RETRO 0.5� � 0.5� (monthly), 2000 Global
U.S. EPA NEI99v3 36 km � 36 km (hourly) 2001 North America
2006 Asian Emissions 36 km � 36 km (hourly) 2006 East Asia

PARAd CAM4 + RETRO �2.8� � �2.8� for CAM4 (monthly) 2000 Global
U.S. EPA NEI99v3 0.5� � 0.5� for RETRO (monthly) 2000 North America
2006 Asian Emissions 36 km � 36 km (hourly) 2001 East Asia

36 km � 36 km (hourly) 2006
Other inorganic primary PM2.5 RETRO (Fire emissions) 1� � 1� (monthly) 2000 Global

U.S. EPA NEI99v3 36 km � 36 km (hourly) 2001 North America
2006 Asian Emissions 36 km � 36 km (hourly) 2006 East Asia

Primary SO4
2�, Primary NO3

�, Other inorganic
primary PM10–2.5

U.S. EPA NEI99v3 36 km � 36 km (hourly) 2001 North America

2006 Asian Emissions 36 km � 36 km (hourly) 2006 East Asia
Biogenic VOCs Modified Guenther based

on Guenther et al. [1993]
Online module N/A Global

Mineral dust Modified Shaw [2008] Online module N/A Global
Sea salt Gong et al. [1997] and

O’Dowd et al. [1997]
Online module N/A Global

aMOZART 4- the Model for Ozone and Related chemical Tracers, version 4; CAM4 - the Community Atmospheric Model version 4; RETRO - the
REanalysis of the TROpospheric chemical composition; RCEI - Reactive Chlorine Emissions Inventory, http://www.geiacenter.org/rcei/; IPCC - the
Intergovernmental Panel on Climate Change.

bKET = CH3COCH3 (MOZART4) + MEK (MOZART4-bb, anthro) + MEK (CAM4-biofuel).
cNH3 = NH3 (MOZART4: anthro, bb, biogenic, ocean) + NH3 (CAM4: soil, animals).
dPARA is calculated as 0.4 � ALD2 (CAM4) +2.9 � HC3(RETRO) +4.8 � HC5 (RETRO) +7.9 � HC8 (RETRO) +2.8 � IOLE (CAM4) +1.8 � OLE

(CAM4) + AACD (RETRO).

ZHANG ET AL.: THE GLOBAL-THROUGH-URBAN WRF/CHEM D20206D20206

9 of 33



droplet number concentration (CDNC) from Bennartz [2007].
Surface routine monitoring networks and special studies
over North America include the Clean Air Status and
Trends Network (CASTNET) (http://www.epa.gov/castnet/),
the Interagency Monitoring of Protected Visual Environ-
ments (IMPROVE) (http://vista.cira.colostate.edu/improve/),
the Aerometric Information Retrieval System (AIRS)-Air
Quality System (AQS) (http://www.epa.gov/air/data/index.
html), the Speciation Trends Network (STN), (http://nadp.
sws.uiuc.edu/nadpoverview.asp), the Southeastern Aerosol
Research and Characterization study (SEARCH) (http://
www.atmospheric-research.com/studies/SEARCH/), and the
National Atmospheric Deposition Program (NADP).
[26] The protocols for performance evaluation follow

those used in Zhang et al. [2009a, 2009b, 2012a], including
spatial distributions and statistics. Statistics include the mean
bias (MB), the root mean squared error (RMSE), the nor-
malized mean bias (NMB), the normalized mean error
(NME), and correlations. The meteorological and radiative
variables that are evaluated are downward shortwave radia-
tion (SWDOWN), outgoing longwave radiation (OLR),
cloud fraction (CF), aerosol optical depth (AOD), cloud
optical thickness (COT), cloud water path (CWP), precipi-
tating water vapor (PWV), cloud condensation nuclei
(CCN), CDNC, temperature, water mixing ratio, and relative
humidity at 2-m (T2, Q2, and RH2, respectively), wind speed
at 10-m (WS10), wind direction at 10-m (WD10), and total
daily precipitation (Precip). To evaluate all observations
related to MODIS, the monthly mean predictions such as
AODs and COTs are calculated as an average of column-
integrated values during 1500–2000 UTC when the Terra
satellite passes over the continental U.S., following Roy et al.
[2007]. CWP includes cloud water from liquid, ice, rain,
snow, and graupel [Otkin and Greenwald, 2008]. CDNC in
warm cloud is calculated as an average value within the layer
of 150�800 m from the ground during cloudy periods.
Chemical concentrations evaluated include 1-h and 8-h maxi-
mum average O3, 24-h average PM2.5 and its major compo-
nents (i.e., sulfate (SO4

2�), nitrate (NO3
�), ammonium (NH4

+),
elemental carbon (EC), organic matter (OM), total carbon
(TC), column concentrations of tropospheric CO and NO2,
and tropospheric O3 residual (TOR)). The model perfor-
mance is evaluated for all five domains and that over D02–
D03 is compared with the performance of other modeling
systems over the same or similar domains. These include the
MM5/CMAQ simulation over D02 by K. Wang et al. [2009]
and the mesoscale WRF/Chem-CBM-Z-MOSAIC simula-
tion by Zhang et al. [2010a], the mesoscale WRF/Chem-
CB05-MADRID simulation by Zhang et al. [2012a], and the
MM5/CMAQ simulation by Zhang et al. [2009a] over D03.

3.4. Model Evaluation

[27] Table 3 summarizes model performance statistics for
meteorological and radiative predictions of GU-WRF/Chem
over the five domains and their comparison with regional
modeling systems applied previously over the same or sim-
ilar domains. Compared with observations from BSRN, the
predicted LWDOWN shows very good agreement with
NMBs within 3.2% and NMEs within 6.1%, but the model
moderately overpredicts SWDOWN with NMBs of 12.6–
27.0% and NMEs of 12.7–27.0% in both months over
D01–D03 (note that the statistics over D04–D05 are not

calculated because of very small numbers of observational
and simulation data pairs). The model moderately over-
predicts SWDOWN against data from CASTNET and
SEARCH over all domains with MBs of 41.3–62.1 W m�2,
NMBs of 34–52%, and NMEs of 45.2–55.7% in January
and 60.1–83.1 W m�2, 19.1–32.1%, and 32.7–45.8%,
respectively, in July. The overpredicted SWDOWN can be
partly attributed to the fact that the effect of cumulus clouds
on radiation is not accounted for in this version of WRF/
Chem since the Kain-Fritsch II cumulus scheme is not cou-
pled with radiation. The model performs relatively well for
OLR (with MBs < 13 W m�2, NMBs < 6.3%, and NMEs <
7.1%) and PWV(with MBs within 0.15 m�2, NMBs within
18.7%, and NMEs < 15.0%) in both months. Moderate
underpredictions occur in CF (with MBs of �28% to
�10.8%, NMBs of �39.4% to �16.1%, and NMEs of 25.4–
39.4%) in January and �18.3% to �7.2%, �32.6% to
�10.3%, and 25.4–37.1%) in July, and significant under-
predictions occur in CWP (with NMBs of �86.2% to
�74.5% and NMEs of 76.4–86.2%) and COT (with NMBs
of �85.1% to �70.3% and NMEs of 73.5–85.1%) in both
months. In addition to the underpredicted CWP, the COT
calculation only accounts for contributions from water and
ice in WRF/Chem, and both factors are responsible for the
underpredictions in COTs. The underpredictions in CWP are
mainly caused by limitations in current cloud microphysical
parameterizations (e.g., the contribution of convective clouds
to CWP is not accurately simulated) [Zhang et al., 2012a].
The moderate/large underpredictions in CF, CWP, and COT
are mainly responsible for overpredictions in SWDOWN.
Column CCN over the oceans is underpredicted with NMB
of �18.5% and NME of 56.3% in January and NMB of
�8.7% and NME of 43.6% in July in D01 but overpredicted
moderately to significantly with NMBs of 20–128.2% and
NMEs of 54.9–72.1% over D02–D05 (except for D04 in
January, over which the NMB is �1%). CNDC is largely
underpredicted with NMBs of �72.1% to �41.2% and
NMEs of 56.2–128.2% over all domains in both months,
which is closely related to the underpredictions in CF, CWP,
and COT. AOD is overpredicted significantly over all
domains in July and over D01 in January but slightly
underpredicted over D03–D05 in January, which are associ-
ated with model biases in PM predictions at surface and aloft
(e.g., large overpredictions of surface PM2.5 occur at the
IMPROVE sites). Comparisons with the CMAP data show
that Precip, on other hands, is moderately overpredicted in
January over all domains and in July over D01, D02, and D04
but largely overpredicted in July over D03 and D05. When
comparing with the GPCP daily precipitation data, over-
predictions also dominate in D01 and D03–D05 in July and
in D04 in January. Comparing with the NCDC daily pre-
cipitation, moderate overpredictions over D01, D02, and D04
(except for D01 in Jan.) and significant overpredictions over
D03 and D05. Such overpredictions indicate too frequent
rains predicted by the Kain-Fritsch II cumulus parameteri-
zation, a major limitation for many cumulus parameteriza-
tions that use the rain-bearing systems to establish mean
precipitation climatology [Randall et al., 2007]. In addition,
the Lin et al. cloud microphysics scheme has a tendency to
overpredict Precip. Comparing with observed T2 data from
NCDC, the model gives large warm biases in terms of NMBs
in Jan. due to the occurrence of the near zero observed T2.
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The NMBs in July are within �3%. Small cold biases occur
in T2 at the CASTNET sites (mostly rural/remote sites) in
January (with MBs of �0.4 to �0.1�C, NMBs of �13.7% to
�2.2%, and NMEs of 45.5–52.3%) and small warm biases
(with MBs of 0.4–0.8�C, NMBs of 1.9–3.8%, and NMEs of
7.6–10.3%) occur in July. For urban and rural sites, small
cold biases occur at the STN sites in all domains and at the
SEARCH sites in D01–D02 in July and small warm biases
occur in January except at the STN sites over D01. For
example, at the STN sites, MBs and NMBs are �1.3 to
�0.2�C and �7.7% to �1%, respectively, in July over all
domains and in January over D01; and MBs and NMBs are
0.03–0.5�C and 0.4–6.4%, respectively, in January over D02,
D03, and D05. Themodel performswell for Q2 against NCDC
data, with NMBs less than 16% in Jan. and within�5% in Jul.
The model also performs well for RH2, with NMBs within
12% and NMEs of 11.0–17.3% at the CASTNET sites and
NMBs within 13.1% and NMEs of 11.0–17.3% at the
SEARCH sites. While the simulated WD10 slightly deviates
from the observations (within 25� or by <13.2%), large over-
predictions occur in WS10 in both months, with NMBs of
60.1–96.7% at the CASTNET sites and 24.8–69.0% at the
SEARCH sites. Using higher resolutions in nested domains
can generally improve the model performance of the predic-
tions of T2 and WD10 at most sites in both months, and RH2
in January against the CASTNET sites, and SWDOWN in
July. The model performance at finer grid resolutions over
smaller domains is degraded for some variables such asWS10,
Precip, CF, CCN, CDNC, COT, and CWP.
[28] Compared with regional model simulations at a hor-

izontal grid resolution of 108 � 108 km2 using MM5/
CMAQ over D02 [K. Wang et al., 2009], GU-WRF/Chem
performs much better for T2, RH2, and AOD in January,
slightly better or comparably for T2, RH2, and AOD in July
and WD10 in both months, and much worse for WS10 in
both months. Compared with regional model simulations at
a horizontal grid resolution of 36 � 36 km2 using MM5/
CMAQ over D03 [Zhang et al., 2009a], the predictions of
AOD from GU-WRF/Chem agree much better in January
but much worse in July, and those of Precip against the
CMAP data from GU-WRF/Chem are comparable. Com-
pared with regional model simulations at a horizontal grid
resolution of 36 � 36 km2 using mesoscale WRF/Chem-
CBMZ-MOSAIC (version 2.2) over D03 [Zhang et al.,
2010a], GU-WRF/Chem gives overall comparable perfor-
mance for all variables, except for better AOD in January,
and worse Precip and AOD in July and WS10 at the
SEARCH sites in both months. Comparing with regional
model simulations at a horizontal grid resolution of 36 �
36 km2 using the mesoscale WRF/Chem-CB05-MADRID
(version 3.0) over D03 in July, GU-WRF/Chem performs
either better or comparably for all variables except for
SWDOWN at the SEARCH sites, and domain-wide CF,
COT, CDNC, CWP, and AOD.
[29] As shown in Figure 3, the spatial distribution of

observed LWDOWN is well reproduced in both months.
That of observed SWDOWN is overall well reproduced
except for some overpredictions at a few sites in Australia
and in the southern Pacific Ocean in January and in the U.S.,
Australia, and the southern hemisphere in July. D04 contains
only one BSRN site and D05 contains only three sites. The
predicted LWDOWN and SWDOWN at these sites are well

reproduced (see Figure 3b for comparison over D05).
Figure 4 shows the simulated and observed spatial distribu-
tions of several variables in both months. In both months,
simulated OLR shows an overall good agreement with
observations in terms of magnitudes and spatial distribution
(despite some overpredictions over northern Africa, southern
North America, northern South America) except for the
areas between 45 and 90�N in Northern Hemisphere where
the model significantly underpredicts OLR and also fails to
reproduce its spatial distributions. CCN near most coastal
lines is well predicted, although overpredictions occur in
remote marine areas in Northern Hemisphere in both months
and underpredictions occur in the southern oceans between
45 and 90�S in January. CNDC is overall well predicted in
most regions near the coastlines but significantly under-
predicted over land and moderately underpredicted over
oceanic areas in both months. Simulated precipitation cap-
tures major patterns and magnitude of observations, although
large overpredictions occur over the tropics.
[30] Table 4 summarizes model performance statistics

for chemical predictions of GU-WRF/Chem over the five
domains and their comparison with regional model systems.
GU-WRF/Chem well predicts CO with NMBs within 11.5%
and NMEs of 46.6–59.7%, but significantly underpredicts
SO2, NOx, and HNO3 at the SEARCH sites over all domains
with NMBs of �66.1% to �8.2%, �98.0% to �8.4%, and
�44.3% to�14.7% and NMEs of 65.5–86.3%, 66.1–98.3%,
and 70.1–89.5%, respectively. Despite overpredictions in
SWDOWN, maximum 1-h and 8-h average O3 mixing ratios
are slightly underpredicted at the AIRS-AQS sites except for
D05 in July (NMBs of �17.8% to �10.2% and NMEs of
19.6–35.7%) and SEARCH (NMBs of �14.3% to �1.1%
and NMEs of 17.2–26.0%) sites except for D05 in January
but slightly to moderately underpredicted at the CASTNET
sites in both months (NMBs of �31.4% to �3.8% and
NMEs of 19.4–35.5%), implying possible underestimates in
the emissions of precursors such as NOx. This is supported
by the large underpredictions in NOx mixing ratios. 24-h
average concentrations of PM2.5 are moderately to-signifi-
cantly overpredicted at the IMPROVE sites in both months
(NMBs of 6.0–138.3% and NMEs of 37.4–149.3%) and
slightly overpredicted at the STN sites in July (NMBs of 5.8–
13.8%) and the SEARCH sites in all domains in July and
D03 and D05 in January (NMBs of 0.8–10.3%). They are
moderately underpredicted at the STN sites (NMBs of
�36.7% to �7.1%) and at the SEARCH sites (NMBs of
�8.6% to �0.9%) over D01–D02 in January. The PM10

number concentrations in the PBL are overpredicted over all
domains, which is likely associated with possible over-
predictions of PM10 mass concentrations and other model
uncertainties in the simulated precursor gas concentrations,
nucleation rates, growth rates of nucleated particles, and
other processes influencing particle number concentrations.
In addition to uncertainties in the emissions of primary PM2.5

(e.g., EC and OM) and secondary PM2.5 precursors (e.g.,
NH3, NOx, SO2, and VOCs), other possible reasons for
overpredictions in PM2.5 and PM10 include overpredictions
in SWDOWN in both months, underpredictions in T2 and
overpredictions in RH2 at the CASTNET sites in January,
underpredictions in T2 at the STN sites in July. The main
reason for underpredictions in PM2.5 in January is the over-
predictions in Precip. We note small-to-large underpredictions
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in the concentrations of NH4
+ and SO4

2� (except for NH4
+

concentrations at the IMPROVE sites over D01 and D02 in
both months and at the SEARCH site over D05 in January)
imply possible underpredictions in the emissions of NH3 and

SO2 and the oxidation of SO2, as well as overpredictions in
the wet scavenging of chemical species due to overpredictions
in Precip. Nitrate concentrations are significantly over-
predicted at the CASTNET, IMPROVE, and SEARCH sites

Figure 3. Simulated and observed monthly mean LWDOWN and SWDOWN (a) over D01 and (b) at
three sites: Bondville, IL (BON), Chesapeake Light, North Atlantic Ocean (CHL), and Rock Springs,
Pennsylvania (PSU) in D05. The observations are taken from the Baseline Surface Radiation Network
(BSRN) in January and July 2001 and they are denoted by cycle symbols in Figure 3a and blue bars in
Figure 3b.

ZHANG ET AL.: THE GLOBAL-THROUGH-URBAN WRF/CHEM D20206D20206

13 of 33



F
ig
u
re

4.
O
bs
er
ve
d
an
d
si
m
ul
at
ed

va
ri
ab
le
s.
T
he

ob
se
rv
ed

pr
ec
ip
ita
tio

n,
O
L
R
,
C
C
N
,
an
d
C
D
N
C
ar
e
ta
ke
n
fr
om

C
M
A
P
,

N
O
A
A
-C
D
C
,
M
O
D
IS
,
an
d
B
en
na
rt
z
[2
00
7]
,
re
sp
ec
tiv

el
y.

ZHANG ET AL.: THE GLOBAL-THROUGH-URBAN WRF/CHEM D20206D20206

14 of 33



T
ab

le
4.

20
01

Ja
nu

ar
y
an
d
Ju
ly

M
on

th
ly

M
ea
n
N
or
m
al
iz
ed

M
ea
n
B
ia
s
(N

M
B
)
in

%
of

C
he
m
ic
al

V
ar
ia
bl
es

V
ar
ia
bl
e

D
at
a
S
et

G
lo
ba
l
(D

01
),

G
U
-W

R
F
/C
he
m

T
ra
ns

P
ac
if
ic

(D
02

),
G
U
-W

R
F
/C
he
m

C
O
N
U
S
(D

03
)

E
as
t
A
si
a
(D

04
),

G
U
-W

R
F
/C
he
m

E
.
U
.S
.
(D

05
),

G
U
-W

R
F
/C
he
m

G
U
-W

R
F
/

C
he
m

M
M
5/
C
M
A
Q
a

G
U
-W

R
F
/C
he
m

M
M
5/
C
M
A
Q
b

M
es
o-
W
R
F
/C
he
m

c
M
es
o
W
R
F
/

C
he
m
-M

A
D
R
ID

d

C
O

S
E
A
R
C
H

�1
0.
8/
�4

.3
�3

.8
/1
.5

–
8.
8/
11

.5
–

–
–/
0.
1

–
7.
6/
�2

.0
S
O
2

S
E
A
R
C
H

�6
6.
1/
�4

5.
9

�6
2.
2/
�3

7.
4

–
�5

2.
4/
�1

5.
8

–
–

–/
64

.4
–

�4
7.
1/
�8

.2
N
O

S
E
A
R
C
H

�9
5.
0/
�9

8.
0

�9
3.
0/
�9

6.
8

–
�8

7.
3/
�9

4.
0

–
–

–/
�9

1.
2

–
�8

8.
3/
�9

5.
3

N
O
2

S
E
A
R
C
H

�7
6.
7/
�7

6.
9

�6
4.
5/
�5

9.
9

–
�4

5.
3/
�1

7.
0

–
–

–/
�1

2.
7

–
�4

5.
9/
�8

.4
H
N
O
3

S
E
A
R
C
H

�2
3.
1/
�4

4.
3

�1
4.
7/
�3

6.
2

–
�1

7.
2/
�2

2.
5

–
–

–/
87

.6
–

�4
9/
�4

9.
5

M
ax

1-
h
O
3

C
A
S
T
N
E
T

�3
1.
4/
�1

6.
8

�2
9.
3/
�1

7.
5

�2
2.
6/
�1

2.
1

�2
6.
2/
�1

6.
3

�2
1.
4/
�1

3.
3

�2
2.
6/
9.
7

–/
2.
8

–
�2

7.
1/
�3

.8
A
IR
S
-A

Q
S

�1
3.
8/
�1

7.
8

�1
0.
2/
�1

6.
7

3.
2/
�0

.7
�1

0.
6/
�1

0.
5

�6
.2
/�

10
.5

�1
3.
2/
12

.8
–/
4.
3

–
�1

3.
8/
1.
1

S
E
A
R
C
H

�1
.1
/�

14
.3

�7
.0
/�

14
.1

�1
2.
2/
4.
3

�1
0.
8/
�7

.7
3.
3/
10

.2
e

�1
0.
8/
21

.8
–/
23

.9
–

2.
8/
�1

2.
8

M
ax

8-
h
O
3

C
A
S
T
N
E
T

�3
0.
0/
�1

0.
3

�2
8.
0/
�1

1.
8

�1
6.
1/
�4

.2
�2

4.
9/
�1

2.
4

�1
4.
8/
�5

.5
�2

2.
5/
14

.5
–/
7.
0

–
�2

5.
4/
0.
2

A
IR
S
-A

Q
S

�5
.8
/�

8.
9

�3
.6
/�

8.
2

11
.3
/6
.2

�4
.5
/�

4.
3

2.
6/
�0

.4
�1

0.
8/
18

.1
–/
9.
8

–
�1

0.
6/
5.
8

S
E
A
R
C
H

5.
8/
�3

.5
�1

.9
/�

3.
8

�5
.7
/1
9.
0

�6
.8
/0
.4

6.
4/
15

.9
e

�9
.8
/3
0.
5

–/
33

.3
–

9.
5/
�4

.9
24

-h
av
g.

P
M

2
.5

IM
P
R
O
V
E

13
8.
3/
44

.6
70

.8
/2
7.
7

15
5.
8/
27

.0
45

.5
/1
8.
2

29
.7
/�

9.
1e

32
.2
/8
.5

–/
5.
5

–
38

.3
/6
.0

S
T
N

�2
9.
1/
13

.8
�3

6.
7/
7.
4

22
.3
/2
1.
7

�2
7.
6/
7.
9

1.
3/
�1

.4
e

�6
.7
/2
1.
5

–/
�2

.2
–

�7
.1
/5
.8

S
E
A
R
C
H

�0
.9
/8
.7

�8
.6
/1
0.
3

23
.5
/3
2.
9

0.
8/
8.
5

24
.9
/4
1.
0e

23
.7
/3
3.
1

–/
7.
9

–
4.
5/
2.
2

P
M

1
0
nu

m
be
rf

Y
L
09

85
.2

11
0.
8

–
99

.9
–

–
–

–
–

24
-h

av
g.

N
H
4+

C
A
S
T
N
E
T

�2
8.
3/
�2

2.
5

�3
4.
8/
�1

4.
8

17
.8
/2
2.
0

�3
9.
1/
�2

5.
0

1.
8/
11

.6
�6

4.
4/
84

.4
–/
�1

3.
0

–
�3

1.
4/
�2

0.
6

IM
P
R
O
V
E

44
.8
/2
6.
5

5.
0/
31

.8
–

�1
0.
4/
7.
6

7.
7/
54

.1
�5

3.
6/
14

7.
0

–/
38

.4
–

�1
5.
7/
�7

.7
S
T
N

�8
0.
7/
�5

1.
8

�7
9.
1/
�5

0.
7

�8
.9
/3
0.
1

�7
3.
4/
�5

0.
8

�6
0.
1/
�5

.6
�6

0.
7/
16

.7
–/
�4

0.
8

–
�7

2.
8/
�1

9.
2

S
E
A
R
C
H

�4
2.
3/
�5

1.
5

�3
3.
4/
�2

1.
8

–
�2

5.
2/
�1

9.
9

�1
0.
4/
14

.5
e

�8
.9
/1
08

.6
–/
31

.2
–

4.
7/
�3

.5
24

-h
av
g.

N
O
3�

C
A
S
T
N
E
T

28
.3
/2
82

.7
�4

5.
6/
12

9.
7

–
�5

6.
8/
10

6.
5

24
.1
/6
9.
7

5.
3/
27

5.
6

–/
12

5.
6

–
�5

9.
6/
12

1.
4

IM
P
R
O
V
E

82
.8
/3
67

.3
�2

0.
5/
23

1.
2

70
.7
/�

63
.6

�3
4.
6/
19

7.
8

�3
9.
4/
�2

4.
6

0.
0/
16

0.
4

–/
15

9.
9

–
�4

1.
9/
89

.7
S
T
N

�4
1.
9/
3.
3

�6
4.
8/
�2

2.
0

6.
0/
�5

4.
4

�6
9.
4/
�1

6.
4

�5
8.
1/
�3

4.
7

�4
6.
2/
42

.9
–/
2.
8

–
�7

2.
8/
10

.2
S
E
A
R
C
H

58
.6
/6
04

.5
�2

2.
0/
44

4.
6

�3
5.
5/
43

2.
4

�3
7.
8/
94

.4
e

71
.4
/2
25

.9
–/
12

7.
4

–
�3

5.
0/
12

7.
8

24
-h

av
g.

S
O
42
�

C
A
S
T
N
E
T

�4
5.
5/
�2

1.
8

�3
5.
5/
�1

1.
8

�4
8.
4/
41

.9
�2

5.
9/
�2

1.
2

�2
9.
0/
�3

.0
�2

6.
6/
51

.9
–/
�8

.3
–

�8
.5
/�

22
.9

IM
P
R
O
V
E

�3
7.
7/
�1

4.
5

�4
2.
4/
�1

5.
7

�2
.9
/4
2.
0

�4
3.
6/
�2

3.
5

�2
1.
4/
�8

.7
6.
1/
34

.0
–/
�5

.9
–

�1
3.
9/
�1

7.
9

S
T
N

�7
0.
3/
�2

5.
5

�6
8.
0/
�2

6.
6

�4
0.
0/
52

.7
�6

2.
5/
�3

0.
6

�5
2.
4/
�4

.6
�5

8.
7/
12

.7
–/
�2

0.
2

–
�4

2.
9/
�2

1.
0

S
E
A
R
C
H

�2
9.
0/
�1

7.
1

�2
2.
6/
�8

.8
�1

3.
5/
�1

0.
6

28
.8
/1
7.
5e

16
.0
/7
6.
2

–/
43

.6
–

7.
9/
�5

.4
24

-h
av
g.

B
C

IM
P
R
O
V
E

50
.1
/6
8.
4

46
.6
/5
8.
5

81
.6
/3
7.
2

31
.3
/4
4.
9

15
.5
/1
.5

58
.5
/6
8.
1

–/
31

.7
–

20
.1
/3
.6

S
E
A
R
C
H

�5
0.
5/
�4

0.
5

�4
6.
5/
�4

0.
9

�3
2.
9/
�3

4.
4

�4
9.
6/
�5

4.
1e

�7
.0
/�

14
.3

–/
�3

9.
8

–
�2

7.
9/
�4

5.
1

24
-h

av
g.

O
M

IM
P
R
O
V
E

69
.3
/7
0.
1

86
.7
/7
0.
8

18
0.
3/
76

.3
g

55
.3
/6
5.
9

12
7.
7/
83

.9
g

13
.2
/�

37
.1

�2
1.
3

–
�0

.3
/4
3.
4

S
E
A
R
C
H

�3
4.
1/
4.
8

�2
2.
8/
13

.5
�1

5.
6/
4.
0

�3
9.
2/
�4

7.
3e

,g
10

.0
/�

49
.4

–/
�3

6.
1

–
�1

5.
7/
2.
2

24
-h

av
g.

T
C

S
T
N

�7
7.
2/
�3

7.
3

�7
3.
4/
�4

0.
2

�2
5.
1/
�3

1.
1

�6
6.
3/
�3

6.
5

–
–

–/
42

.7
–

�5
5.
0/
�1

8.
2

C
ol
.
C
O
h

M
O
P
IT
T

10
.0
/2
0.
1

9.
9/
31

.1
�8

.4
/–

4.
8/
32

.5
�0

.6
/2
6.
0

0.
8/
34

.4
–/
�2

5.
7

32
.6
/3
5.
8

16
.5
/5
4.
5

C
ol
.
N
O
2

G
O
M
E

�0
.5
/�

22
.2

9.
7/
�2

3.
7

19
.4
/�

28
.3

�8
.4
/�

30
.6

21
.9
/�

12
.5

33
.9
/4
7.
1

–/
5.
1

33
.0
/�

25
.3

�2
3.
9/
�3

3.
9

C
ol
.
O
3

T
O
M
S
-S
B
U
V

�9
.9
/�

23
.4

28
.8
/�

46
.9

8.
9/
�5

1.
9

28
.9
/�

53
.2

26
.3
/�

19
.3

35
.5
/4
.5

–/
�6

.7
44

.4
/�

52
.2

67
.2
/�

50
.0

a A
ll
st
at
is
tic
s
ar
e
ta
ke
n
fr
om

K
.
W
an

g
et

al
.
[2
00

9]
.

b
A
ll
se
as
on

al
st
at
is
tic
s
ar
e
ta
ke
n
fr
om

Z
ha

ng
et

al
.
[2
00

9a
]
an
d
al
l
Ja
n.

an
d
Ju
l.
st
at
is
tic
s
ar
e
ca
lc
ul
at
ed

in
th
is
w
or
k
ba
se
d
on

th
e
si
m
ul
at
io
ns

of
Z
ha

ng
et

al
.
[2
00

9a
].

c A
ll
st
at
is
tic
s
ar
e
ta
ke
n
fr
om

Z
ha

ng
et

al
.
[2
01

0a
]
us
in
g
W
R
F
/C
he
m

ve
rs
io
n
2.
2.

d
A
ll
st
at
is
tic
s
ar
e
ta
ke
n
fr
om

Z
ha

ng
et

al
.
[2
01

2a
]
us
in
g
W
R
F
/C
he
m
-C
B
05

-M
A
D
R
ID

ve
rs
io
n
3.
0.

e T
he

se
as
on

al
-m

ea
n
st
at
is
tic
s
is
ca
lc
ul
at
ed

fo
r
w
in
te
r
(D

ec
em

be
r,
Ja
nu

ar
y,

an
d
F
eb
ru
ar
y)

an
d
su
m
m
er

(J
un

e,
Ju
ly
,
an
d
A
ug

us
t)
in

20
01

.
f T
he

st
at
is
tic
s
is
ob

ta
in
ed

by
co
m
pa
ri
ng

th
e
av
er
ag
e
of

Ja
n.

an
d
Ju
l.
re
su
lts

in
th
e
bo

un
da
ry

la
ye
r
(0
–4
00

m
ab
ov

e
gr
ou

nd
le
ve
l)
w
ith

ob
se
rv
ed

an
nu

al
m
ea
n
su
m
m
ar
iz
ed

in
Y
u
an

d
L
uo

[2
00

9]
(Y

L
09

).
N
o
st
at
is
tic
s

ar
e
ca
lc
ul
at
ed

fo
r
D
04

an
d
D
05

w
hi
ch

co
nt
ai
ns

on
ly

≤2
da
ta

pa
ir
s.

g
T
he

st
at
is
tic
s
is
ca
lc
ul
at
ed

fo
r
O
C
.

h
T
he

st
at
is
tic
s
of

co
lu
m
n
C
O

fo
r
su
m
m
er

is
ca
lc
ul
at
ed

ba
se
d
on

th
e
da
ta

in
A
ug

us
t.
N
o
da
ta

ar
e
av
ai
la
bl
e
fo
r
Ju
ne

an
d
Ju
ly

20
01

.

ZHANG ET AL.: THE GLOBAL-THROUGH-URBAN WRF/CHEM D20206D20206

15 of 33



over D01 in January and over all domains in July (NMBs of
106.5–282.7%, 89.7–367.3%, and 58.6–604.5%, respectively)
but underpredicted over D02, D03, and D05 in January
(NMBs of �59.6% to �45.6%, �41.9% to �20.5%, and
�35.5% to �22.0%, respectively). The concentrations of EC
and OM are overpredicted at the IMPROVE sites (NMBs of
3.6–68.4% and 43.4–86.7%, respectively) (except for OM
over D05 in January) but underpredicted at the SEARCH sites
(except for OM in July) in both months (NMBs of �50.5% to
�27.9% and �34.1% to �15.6%, respectively). The con-
centrations of TC are largely underpredicted at the STN sites
(NMBs of �77.2% to �18.2%), indicating possible under-
estimates in the emissions of EC and primary OM and con-
centrations of SOA. The overpredictions in the concentrations
of EC, OM, and NO3

� at the IMPROVE and CASTNET sites
help explain the overpredictions in PM2.5 in both months,
whereas the underpredictions in the concentrations of NH4

+

and SO4
2� are mainly responsible for underpredictions of

PM2.5 at the STN sites over all domains in January and at the
SEARCH sites over D01 and D02 in July. Column CO mass
concentrations are overpredicted over all domains in both
months (NMBs of 4.8–54.5% and NMEs of 11.9–54.5%).
Column NO2 mass concentrations are underpredicted over
D01, D03, and D05 in January (NMBs of �23.9% to �0.5%)
and over all domains in July (NMBs of �33.9% to �22.2%)
but overpredicted over D02 and D05 in January (NMBs of
9.7–33.0%), with NMEs of 35.6–78.4% over all domains for
both months. TOR is underpredicted over D01 in January and
over all domains in July (NMBs of �53.2% to �9.8%), but
overpredicted over D02–D05 in January (NMBs of 28.8–
67.2%), with NMEs of 32.4–67.7% over all domains for both
months. The biases in TOR are likely caused by the use of
inaccurate upper boundary layer conditions for O3 [Zhang et
al., 2009a]. For many species (e.g., SO2, NO2, O3, PM2.5,
BC, and OM), the model bias generally reduces with suc-
cessively finer domains, which demonstrates the benefit of
using a progressively nested model from the global to local
scale. For example, in July 2001 against AQS-AIRS, the
NMBs for max 1-h O3 mixing ratios over D01, D02, and D03
are �17.8, �16.7, and �10.5%, respectively, using the same
sets of observations over D03 and those over D01, D02, D03,
and D05 are �5.1, �4.4, �1.1, and 1.1%, respectively, using
the same sets of observations over D05. The NMBs for 24-
h average concentrations over D01, D02, D03, and D05 in
July 2001 against IMPROVE are 44.6, 27.7, 18.2, and 6.0%,
respectively. These results are consistent with those of
Jacobson [2001b].
[31] Compared with regional model simulations using

MM5/CMAQ over D02 [K. Wang et al., 2009], GU-WRF/
Chem performs much better or similarly for PM2.5, OM,
column CO, and column NO2 at most sites in both months
and some PM2.5 components (e.g., SO4

2� at all sites in July
and EC and NO3

� at the IMPROVE sites in January). It gives
slightly worse performance for maximum 1-h and 8-h aver-
age O3 and TC in both months, and inorganic PM compo-
nents at the STN sites, some PM components such as SO4

2�

at the IMPROVE sites and NH4
+ at the CASTNET sites,

NO3
� at the IMPROVE sites, and TOR in January. The dif-

ferences in chemical predictions between GU-WRF/Chem
and MM5/CMAQ over D02 are mainly due to differences in
the emissions used over CONUS (the 1999 NEI version 1
for MM5/CMAQ and the 1999 NEI version 3 for GU-WRF/

Chem) and in some meteorological predictions such as
WS10 (i.e., much higher WS10 from WRF than from
MM5). Compared with regional model simulations using
MM5/CMAQ over D03 [Zhang et al., 2009a], GU-WRF/
Chem performs better for OM at all sites and EC at the
SEARCH site in both months and column NO2 and TOR in
January. It gives slightly worse maximum 1-h and 8-h O3

and worse PM2.5 and most of its components in both months
except for PM2.5 at the IMPROVE and SEARCH sites. GU-
WRF/Chem uses the same version of 1999 NEI version 3 as
MM5/CMAQ over CONUS except for lower NO2 emissions
as mentioned previously. The lower NOx emissions used in
GU-WRF/Chem simulations can explain lower concentra-
tions of O3, PM2.5 and its components, and column NO2.
Compared with regional model simulations using mesoscale
WRF/Chem (version 2.2) over D03 [Zhang et al., 2010a],
GU-WRF/Chem performs better for maximum 1-h and 8-h O3

at most sites and column NO2 in both months, TOR in
January, as well as PM2.5 and most of its components in
July. It gives worse performance for PM2.5 and most of its
components in January and TOR in July. While the lower
NOx emissions used in GU-WRF/Chem contribute largely to
the differences in model predictions, other important factors
include major updates in the model treatments in WRF/
Chem v3.0 on which GU-WRF/Chem is based, as compared
with WRF/Chem v2.2 used for the regional simulations. In
particular, large overpredictions by WRF/Chem v2.2 are
caused by two main problems. The first one is in the Yonsei
University (YSU) PBL scheme that arbitrarily sets an unre-
alistic value of 15-m for nocturnal PBL height, leading to a
lower PBL height that contributes to the nighttime over-
predictions of PM2.5 in both months [Misenis and Zhang,
2010]. This problem has been corrected in WRF/Chem
v3.0 [Hong et al., 2008] and thus, in GU-WRF/Chem. The
second problem lies in the non-positive definite advection
scheme used in the regional simulations because the positive
definite advection scheme was not available in WRF/Chem
v2.2. This may contribute to the large overpredictions in
PM2.5 and its composition in July at many sites in the eastern
U.S., which are located near the large point sources of the
gaseous precursors of secondary PM2.5 or their downwind
areas [Chapman et al., 2009; Zhang et al., 2010a]. Despite
an overall better performance than WRF/Chem v2.2 in July,
the GU-WRF/Chem performance is not as good as expected.
A possible reason is the larger overprediction in Precip,
which scavenges too much soluble PM2.5 species such as
NH4

+ and SO4
2�. The worse Precip predictions are caused by

a coarser vertical resolution used in GU-WRF/Chem than
that in WRF/Chem v2.2, i.e., the former uses 27 layers from
surface to 50 mb (23 layers from surface to 100 mb) and the
latter uses 34 layers from the surface to �100 mb, although
the first model layer height for both models is set to be
�40 m above the ground level (AGL). This is because the
cumulus parameterization is very sensitive to the vertical res-
olution. A sensitivity simulation over D03 using the meso-
scale WRF/Chem with the Grell-Devenyi cumulus
parameterization [Grell and Devenyi, 2002] shows a worse
performance using a coarser vertical resolution.
[32] Several bugs in WRF/Chem v2.2 and 3.0 were cor-

rected based on the bug report at http://www.mmm.ucar.edu/
wrf/users/wrfv3/known-prob.html. These include one bug in
the Kain-Fritsch (KF) II scheme that may cause long-lasting
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cloud in rare areas and another bug in the Lin microphysics
scheme that causes the overprediction of cloud ice, graupel,
and surface rainfall. However, the mesoscale WRF/Chem-
MADRID that is based on WRF/Chem v3.0 still over-
predicts Precip. Comparing with regional model simulations
using the mesoscale WRF/Chem-MADRID (v3.0) over D03
in July, GU-WRF/Chem performs either better or compara-
bly for all gaseous species except for CO, maximum 1-h and
8-h O3, column NO2, and TOR, and aerosol species except
for NH4

+ at the CASTNET and IMPROVE sites, NO3
� and

SO4
2� at most sites, and OM at the IMPROVE sites. Although

Precip is less overpredicted by GU-WRF/Chem than by
WRF/Chem-MADRID, the concentrations of some PM
species such as NH4

+ and SO4
2� are underpredicted to a larger

extent, due to larger underpredictions of CDNC, CWP, and
CF and thus underpredictions in aqueous-phase formation of
(NH4)2SO4.
[33] Figures 5 and 6 show the simulated surface mixing

ratios of O3 and concentrations of PM2.5 overlaid with
available observations from surface networks over CONUS
(D02) and the eastern U.S. The underpredictions in the
mixing ratios of O3 occur mostly in the western U.S. in both
months, and in the central plains and the eastern U.S. in July.
Simulated O3 mixing ratios at 0.08� � 0.10� over D05 show
more details in concentration gradients (e.g., a good agree-
ment with observations over several high O3 regions such as
southern Indiana and northern Kentucky, and a few lower O3

regions in southern South Carolina, eastern North Carolina,
central Virginia, and eastern Pennsylvania where under-
predictions occur in July that cannot be predicted at 0.33� �
0.42� in D03). The use of a finer grid resolution greatly
improves the agreement of model predictions with

observations of surface O3 in July although it degrades its
performance slightly in January (see Table 2). The model
captures several high PM2.5 areas in the Midwest and the
southeastern U.S. in both months, although it misses a few
hot spots in the western and eastern U.S. in both months.
The model simulates higher PM2.5 concentrations with a
greater gradient over several areas over D05 at 0.08� � 0.10�
than at 0.33� � 0.42� in both months. The use of a finer grid
resolution greatly improves the agreement of model predic-
tions with observations of PM2.5 in both months, in partic-
ular, at the STN sites in January and the IMPROVE sites in
July (see Table 2).
[34] Figure 7 shows the global spatial distributions of

predicted net concentrations of PM10, PM2.5, and PM2.5

composition resulting from emissions and all formation paths
but excluding contributions from boundary conditions in
January and July, 2001. Those concentrations are obtained
by taking the differences between the baseline simulations
and the simulations in which PM emissions and formation
processes for secondary PM are turned off. In January, PM10

concentrations can be up to 268.8 mg m�3 with a global mean
of 19.7 mg m�3. Over most land areas PM2.5 constitutes over
80% of PM10, except for a few deserts/arid regions where
coarse PM dominates (e.g., Sahara deserts in northern Africa
and Taklamakan and Gobi deserts in northwestern China).
Sea-salt can dominate over the ocean, with concentrations of
10–50 mg m�3 over most oceanic areas. PM2.5 concentrations
are high over regions where anthropogenic sources are sig-
nificant. They are dominated by both inorganic and carbo-
naceous PM components in Asia, North America, and
Europe but primarily carbonaceous PM in Africa due to high
biomass burning emissions [Roberts et al., 2009].

Figure 5. Simulated surface max. 8-h average O3 mixing ratios overlaid with observations from
CASTNET, AIRS-AQS, and SEARCH over D03 and D04.
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Concentrations of NO3
� can be up to 10 mg m�3, with a global

mean of 0.8 mg m�3. In July, PM10 and PM2.5 concentrations
can be up to 248.3 and 246.7 mg m�3 with a global mean of
19.4 and 9.9 mg m�3, respectively, and PM2.5 constitutes
more than 90% of PM10 over most land areas except for a
few deserts/arid regions. Compared with January, the coarse
PM concentrations over the Sahara deserts, the Arabian
deserts in the Middle East, and the Taklamakan deserts are
much higher. Sea-salt concentrations are also higher in the
oceanic areas in the southern hemisphere (10–60 mg m�3)
due to stronger winds. While the PM2.5 concentrations in
Europe (in particular, Spain), South Asia, and eastern China
are smaller, those in South Africa, eastern Europe, and the
U.S. are larger in July, which are also consistent with the
seasonal variations of observed PM2.5 concentrations [e.g.,
Zhang et al., 2009a; Liu et al., 2010]. The concentrations of
SO4

2� are much higher over all industrial continents where
anthropogenic emissions of SO2 are high and those of NO3

�

are much lower due to high temperatures that do not favor its
formation. The concentrations of EC and OM are much lower
in Asia and much higher in southern Africa and northern
South America, which are also consistent with other model-
ing and satellite studies (e.g., the work of Roberts et al.
[2009] in Africa).

3.5. Aerosol Feedbacks

[35] Figures 8 and 9 show the effect of PM2.5 on meteo-
rological and chemical predictions through direct, semi-
direct, and indirect effects in January and July, respectively.
In January, the regions with large changes in meteorological
and cloud-related variables correlate with those having high
PM10 concentrations (see Figure 7) or large percentage

changes (figure not shown). PM10 reduces SWDOWN in
most areas by up to 83.1 W m�2 (�55.5%) with a global
average of 17.2 W m�2 (�7.5%). The areas of reduction
generally follow the spatial distribution of PM10. It reduces
LWDOWN over regions with high PM10 concentrations
such as central Africa and eastern China by up to 5.8 W m�2

(�1.6%), although the global average is a net increase of
0.9 W m�2 (0.3%), due to enhanced LWDOWN in regions
where PM10 concentrations are relatively low but the
warming effect of greenhouse gases and EC dominates. As
a direct response to reduced SWDOWN, the photolysis
rates of NO2 decrease by up to 2.1 � 10�3 s�1 (�68.9%),
with a global mean reduction of 2.2 � 10�4 s�1 (�9.3%).
T2 is affected by many factors including radiation, land-air
surface fluxes, and boundary processes through semi-direct
effects, with a net reduction by 1�C (�2693.8%) over
regions with high PM10 concentrations and a global mean
reduction of 0.05�C (�1.4%), whereas RH2 increases by up
to 4.6% (7.7%) with a global mean increase of 0.2% (0.3%).
As shown in Figure 10, the decreases in temperatures extend
from the surface to the boundary layers (<800 mb) due to the
dominance of backscattering of solar radiation by aerosols
but they either increase slightly or remain unchanged at
higher latitudes due to the increased infrared radiation caused
by absorbing aerosols such as black carbon that dominates
over or offsets the cooling caused by aerosol backscattering
in January. PBL height decreases by up to 262 m (�28.3%)
over regions with high PM10 concentrations, with a global
mean decrease of 5.9 m (�1.0%). WS10 and Precip decrease
slightly by up to 0.3 m s�1 (�11.5%) and 3.9 mm day�1

(�79.4%) over these regions, with a global mean of
�0.006 m s�1 (�0.2%) and �0.002 mm day�1 (�0.1%). As

Figure 6. Simulated surface max. 24-h average PM2.5 concentrations overlaid with observations from
IMPROVE, STN, and SEARCH over D03 and D04.
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expected, AOD and column CCN at supersaturation (S) of
0.5% increase throughout the globe by up to 1.26 (12631%)
and 2.0 � 109 cm�2 (3671%) with a global mean of 0.17
(4772%) and 1.9 � 108 cm�2 (506%), respectively. CF
increases through indirect effect of PM2.5 throughout the
globe with a global mean of 67.4%. COT follows the pattern
of PM2.5 and increases by up to 18.1 (2204%) in most areas
with a global mean of 1.6 (104%). Column CDNC also
increases by up to 3.5� 108 cm�2 (by 355489%) in nearly all
areas, with a global mean of 8.3� 105 cm�2 (433%), because
of aerosol indirect effects. The changes in meteorological
and radiative variables affect the distributions and magni-
tudes of chemical species. As a consequence of decreased
SWDOWN and NO2 photolysis rates, the surface mixing
ratios of NO2 increase by up to 3 ppb (67.2%) with a global
mean of 0.029 ppb (8.5%), and the surface mixing ratios
of OH and HO2 radicals reduce by up to 0.07 (�72.6%)
and 7.1 ppt (�64.2%) with a global mean reduction of 4.8 �
10�3 (�13.9%) and 0.42 (�9.4%) ppt (figures not shown),
which in turn leads to a decrease in surface O3 mixing ratios
by up to 23 ppb (�45.6%) with a global mean reduction of
0.9 ppb (�5.6%). PM2.5 also affects slowly reacting or non-
reactive species such as CO and NH3 by affecting atmo-
spheric stability and total oxidation capacity. As shown in
Figures 8 and 9, the surface mixing ratios of CO increase by
up to 257.4 ppb (12.6%) with a global mean increase of
2 ppb (1.8%) over most areas as a result of decreased OH,
reduced WS10, and reduced PBL height. The changes in the
mixing ratio of NH3 can occur in either direction. For
example, it decreases in eastern Asia and Europe where a
large amount of NH4

+ forms, driving NH3 from the gas-phase
to the particulate phase, which dominates over the increase
in NH3 mixing ratio caused by a reduced PBL height. The
mixing ratio of NH3 increases in northern Africa where the
effect of a reduced PBL height dominates over that due to
the formation of a small amount of (NH4)2SO4.
[36] In July, the variation trends for the above variables

and concentrations are overall similar to those in January,
although they differ in their spatial distributions and
magnitudes due to a different spatial distribution of PM2.5

in July. Larger reductions occur in SWDOWN by up to
111.5 W m�2 (�45.0%), photolysis of NO2 by up to 1.5 �
10�3 s�1 (�52.3%), T2 by up to �1.4�C (�546.6%), WS10
by up to 1.0 m s�1 (�19.5%), PBL height by up to 218.6 m
(�36.9%), and Precip by up to �6.8 mm day�1 (�82.0%),
with global means of �22.1 W m�2 (�10.8%), �2.4 �
10�4 s�1 (�11.6%), �0.09�C (�1.1%), �0.016 m s�1

(�0.4%), �14.6 m (�2.2%), and �0.1 mm day�1 (�4.6%),
respectively. Similar to January, the decreases in tempera-
tures occur in the low portion of the atmosphere but tem-
peratures either increase slightly or remain unchanged at
higher altitudes (<800 mb) over all major continents except
for Asia where the reduction in temperatures occurs up to
100 mb (see Figure 10). Similarly, the increases in RH2,
AOD, COT, and column CCN are larger in July than in
January. Although CF is higher in July than in January, the
increase in the column CDNC in July is slightly smaller,
because WRF/Chem v3.0 does not treat the activation of
particles by convective clouds that often occurs in July. The
increase in NO2 mixing ratios is smaller in July than in
January, because of the losses of NO2 with higher destruc-
tion rates of NO2 for all chemical reactions other than the

NO2 photolytic reaction that offset some of the gain through
the reduced NO2 photolysis rate and PBL height under
summer conditions. The decrease in the surface mixing
ratios of O3 is also smaller, by up to 7.4 ppb (�18.5%) with
a global mean reduction of 0.5 ppb (�3.2%), due to a
smaller reduction in the surface mixing ratios of OH and
HO2 radicals (by up to 0.05 and 4.0 ppt with a global mean
reduction of 3.6 � 10�3 (�10.1%) and 0.44 (�8.0%) ppt,
respectively). Despite larger decreases in WS10 and PBL
height in July than in January, the increase in the surface
mixing ratios of CO is also smaller in July because of a
smaller decrease in the surface mixing ratios of OH under
summer conditions. As for the January case, the changes in
the surface mixing ratio of NH3 can occur in either direction
in July, although the magnitudes of the changes are smaller,
because of a stronger compensation effect of reduced PBL
height that tends to increase NH3 and aerosol thermody-
namics that tends to decrease NH3.
[37] The use of a finer horizontal grid resolution captures

additional spatial variability. This is demonstrated in
Figure 11, which compares spatial distributions of PM10

effects on simulated RH2, WS10, COT, Precip, and the
mixing ratios of NH3 over D04, D03, and D05 in July.
Compared with results at a grid resolution of 4� � 5� (see
Figure 8), the use of a grid resolution of 0.33� � 0.42� gives
higher increases in RH2 in central China, opposite changes
in WS10 (increases rather than decreases) in southwestern
China, higher increases in COT and larger decreases in
Precip in southern China but smaller increases in COT and
smaller decreases in Precip in southwestern China, and
larger decreases in NH3 mixing ratios in central China.
Compared with results over the eastern U.S. at a grid reso-
lution of 0.33� � 0.42� (D03) shown in Figure 11, the use of
a grid resolution of 0.08� � 0.10� (D05) shows somewhat
different areas with higher increases in RH2 in some states
(e.g., Ohio), larger areas of decreases in WS10 in South
Carolina and North Carolina, greater increases in COT in
South Carolina and southeastern West Virginia, greater
reductions in Precip along the Blue Ridge Mountains, and
greater reductions in NH3 mixing ratios in the state of West
Virginia and along the Blue Ridge Mountains.

4. Sensitivity Studies

[38] Figure 12 shows spatial distributions of simulated
surface PM number concentrations from the baseline simu-
lation (with the binary homogeneous nucleation algorithm of
McMurry and Friedlander [1979]) and sensitivity simula-
tions using alternative nucleation (SI06 and YU10) and
aerosol activation (FN05) parameterizations. Figure 13
shows the vertical distributions of simulated PM number
concentrations, CCN at S of 0.5%, and CDNC from these
simulations. Simulated surface PM number concentrations
are very sensitive to nucleation parameterizations. The sim-
ulation with SI06 gives high surface PM number con-
centrations with a global mean of 6.63 � 103 cm�3 at the
surface (which is a factor of 4.8 higher than the global mean
of 1.39 � 103 cm�3 from the baseline simulation) and
throughout the vertical domain. Since SI06 is derived based
on observations at a rural region with large areas of forested
land at a 73-m high tower during springtime when nucle-
ation events frequently occur and the empirical prefactor of
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SI06 does not vary with temperature (as well as other factors
known to affect nucleation), it tends to give higher nucle-
ation rates and PM number concentrations under other
cleaner conditions in other regions. The simulation with
YU10 gives surface PM number concentrations with a
global mean of 1.28 � 103 cm�3 that is 7.7% lower than the
baseline value at the surface but higher PM number

concentrations above 650 mb, likely as a result of different
nucleation rates predicted by two different nucleation mod-
els (associated with different underlying physics and ther-
modynamic data of the two nucleation models). Differences
in aerosol mass and number concentrations further lead to
sizable differences in simulated CCN and CDNC due to the
feedback mechanisms among H2SO4 vapor, PM10 number,

Figure 11. Simulated effects of PM10 on meteorological and chemical variables on urban and regional
scale in July 2001 obtained by taking differences between simulation results with PM and without PM
emissions and processes. The mixing ratios of NH3 shown are at surface.
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Figure 12. Simulated total PM number concentrations (cm�3) at surface in July 2001 from baseline and
sensitivity simulations.
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CCN, and CDNC through gas-phase chemistry, new particle
formation, aerosol growth, and aerosol activation by cloud
droplets.
[39] As shown in Figure 13, the simulation with FN05

gives slightly higher PM number concentrations with a
global mean of 1.45 � 103 cm�3 (which is higher by 4.1%
than the baseline value) at the surface and in the vertical
domain, indicating a small sensitivity of PM number con-
centrations to the aerosol activation scheme. The simulated
CCN concentrations at S of 0.5% correlate well with the
simulated PM number concentrations, i.e., the simulation
with SI06 gives the highest CCN throughout the atmosphere
among all simulations, the simulation with YU10 gives
lower CCN below 850 mb but higher CCN above 850 mb
than the baseline simulation, and the simulation with FN05
gives a vertical distribution of CCN that is similar to the
baseline simulation but slightly higher in magnitude. In
contrast to the simulated PM number and CCN concentra-
tions that are more sensitive to nucleation parameterizations,
simulated CDNC is much more sensitive to the aerosol
activation parameterization. Among the four simulations, the
simulation with FN05 gives the highest CDNC between
1000 and 600 mb (i.e., mostly warm clouds), followed by
the simulation with SI06, the baseline simulation, and the
simulation with YU10. CDNC in WRF/Chem is a strong
function of CCN. The CCN spectrum is determined as a
function of PM number concentrations using the Kőhler
theory, following the aerosol activation/resuspension
parameterization of Abdul-Razzak and Ghan [2002] used in
the baseline simulation and that of Fountoukis and Nenes
[2005] used in the simulation with FN05. Under certain
circumstances, the kinetic effect considered in FN05 may
slow the growth of CCN (compared to the equilibrium
approach of ARG02) and increase the number of CDNC,
since Smax increases As S increases, the differences between
the two parameterizations become smaller because more
and more aerosol activates and CDNC becomes insensitive
to Smax errors (figures not shown). The higher CDNC pre-
dicted by FN05 in Figure 13 is primarily due to the different
values of the uptake coefficient used in FN05 (0.06) and
ARG02 (1.0). Several other differences in the treatments
between FN05 and ARG02 may also be responsible for
differences in the predictions. For example, ARG02 neglects
size-dependence of the water vapor diffusivity coefficient
which may lead to an underestimate of CDNC. As a result,
FN05 gives higher activation fractions than ARG02 for a
given temperature, pressure, updraft velocity, and CCN
spectrum, leading to higher CDNC. These results are con-
sistent with the comparison between the older versions of the
ARG02 and FN05 modules [e.g., Ghan et al., 2011]. Since
CCN depends primarily on PM number concentrations and
CDNC depends strongly on CCN, the simulation with SI06
gives higher CDNC than the simulation with YU10 and the
baseline simulation because of higher PM number and CCN,
when the same aerosol activation parameterization of
ARG02 is used for these three simulations.
[40] Figure 14 shows simulated zonal-mean total PM mass

and number concentrations and several radiative properties
including AOD, OLR, outgoing shortwave radiation (OSR),
SWDOWN, and several cloud properties including CF,
COT, CWP, CCN at a supersaturation of 0.5%, CDNC, and
cloud effective radius (CER). Available observations of

AOD, OLR, CF, COD, and CCN from MODIS and CDNC
from Bennartz [2007] are also plotted for comparison. All
simulations overpredict AOD, with the best agreement by the
simulation with FN05 in the northern hemisphere. All
simulations reproduce the observed OLR zonal mean profile
reasonably well with similar overpredictions in the tropics;
they give very similar zonal profiles of OSR and SWDOWN.
All simulations significantly underpredict COT and CDNC
in all latitude bands and CF except for the regions between 60
and 90� where overprediction occurs. All simulations over-
predict CCN at S of 0.5%. While OLR, OSR, SWDOWN,
and CF are relatively insensitive to nucleation and aerosol
activation parameterizations, other variables exhibit moder-
ate to high sensitivity to these parameterizations. The simu-
lation with SI06 gives the lowest zonal mean PM10 mass and
the highest PM10 number and CCN concentrations. The
simulation with FN05 gives similar zonal mean profile of
PM10 mass concentrations as the other two simulations but
lower PM10 number concentrations at higher latitudes. It also
gives lower AOD and CWP and much higher CER over most
latitude bands, higher COT between 60 and 90�, and higher
CDNC between 45 and 90� than all other three simulations.
Higher CDNC would result in a higher cloud reflectivity, and
consequently higher COTs. Lower CDNC between �50 and
45� and higher CDNC between 45 and 90� by the simulation
with FN05 lead to higher and lower CER for clouds below
600 mb in these latitude bands, respectively.

5. Conclusions and Future Work

[41] A global-through-urban WRF/Chem model with
online-coupled meteorology and chemistry and consistent
model treatments at all scales has been developed to pro-
vide a unified model framework to simulate the chemistry-
aerosol-cloud-radiation-precipitation-climate feedbacks across
scales. Despite moderate to large model biases in some simu-
lated meteorological and chemical variables, GU-WRF/Chem
demonstrates promising capability in reproducing observa-
tions of many variables that are comparable or even better than
the mesoscale models such as WRF/Chem and MM5/CMAQ.
The main reasons for model biases in meteorological predic-
tions are attributed to current model limitations in simulating
cloud microphysics, in particular, convective clouds, and the
PBL and land-surface processes, and the lack of some feed-
back mechanisms (e.g., no coupling between the Kain-
Fritsch (II) scheme and radiation and between cumulus para-
meterizations and aerosol activation schemes). The main
reasons for model biases in chemical predictions are attrib-
uted to inaccurate emissions of primary PM and secondary
PM precursors and inaccurate meteorological predictions (e.
g., overpredictions in SWDOWN and Precip in both months).
The use of a coarse horizontal grid resolution may also be
responsible for model biases for some variables, because
clouds and other subgrid processes cannot be resolved and the
emissions cannot be well represented. The use of higher
resolutions in nested domains can generally improve the
model performance of the predictions of these variables (e.g.,
SWDOWN, T2, WD10, RH2, O3, and PM2.5).
[42] Aerosols can feed back to radiation, meteorology, and

cloud microphysics at all scales. Aerosols decrease the
magnitudes of a number of variables. These variables
include shortwave radiation, NO2 photolysis rate, near-
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surface temperature, WS10, PBL height and precipitation,
with global mean decreases of 17.2–22.1 W m�2 (�9.9%
to �8.7%), 2.2 � 10�4 to 2.4 � 10�4 s�1 (�10.7%
to �10.5%), 0.05–0.09�C (�2% to �1.6%), 0.006 to
0.016 m s�1 (�0.4% to �0.2%), 5.9–14.6 m (�1.7% to
�0.9%) and 0.002–0.1 mm day�1 (�5% to �1%),
respectively. Aerosols also reduce LWDOWN by up to 5.8–
8.8 W m�2 (�2.2% to �1.6%), although there is a net
increase of 0.5–0.9 W m�2 (0.2–0.3%) in the global average
value. Aerosols increase the magnitudes of several variables.
These variables include RH2, AOD, column CCN at S of
0.5%, COT, CDNC, with global mean increases of 0.2–
0.4% (0.3–0.6%), 0.17–0.25 (1759.5–2503.9%), 1.9� 108 to
2.0 � 108 cm�2 (488.3–546.8%), 1.6–1.65 (80.2–83.6%),
and 6.0 � 105 to 8.3 � 105 cm�2 (317.7–476%), respec-
tively. Such feedbacks also change the spatial distribution,
abundance, and lifetimes of reactive and non-reactive chem-
ical species through changing radiation, atmospheric stabil-
ity, photolysis rates, chemical reaction rates, total oxidation
capacity, and the rates of all meteorological-dependent
chemical and microphysical processes for O3 and PM for-
mation. The use of a finer horizontal grid resolution captures
spatial variability of aerosol feedbacks that cannot be cap-
tured at a coarser grid resolution. Simulated aerosol, radia-
tion, and cloud properties exhibit small-to-high sensitivity to
different nucleation and aerosol activation parameterizations.
Among all variables examined, PM mass and number con-
centrations, CCN, and Precip show a higher sensitivity to
nucleation parameterizations, while AOD, COT, CDNC,
LWP, and CER show a higher sensitivity to activation
parameterizations, and OLR, GLW, GSW, SWDOWN,
RSWTOA, and CF show a small sensitivity to nucleation
and aerosol activation parameterizations.
[43] Several limitations exist for this study. First, all

simulations shown in this work use one-way nesting, and do
not include the feedbacks of changes in the meteorological
and chemical fields at urban scales to larger scales which
requires two-way nesting. Second, GU-WRF/Chem does not
treat all meteorology-chemistry feedbacks at present due
primarily to the limitations in the understanding of such
feedback mechanisms (e.g., the aerosol activation by con-
vective cloud droplets and the effect of convection clouds on
radiation are not included in WRF/Chem v3.0). It will thus
undergo continuous model development to become a more
mature model. Third, one caveat is that the advection scheme
is inconsistent between the global and nested domains. While
the positive definition and monotonic advection scheme is
used in the nested domain, this scheme does not work for the
global configuration because its formulation depends on the
requirement that Courant numbers should be less than 1, a
condition which, cannot be met in the atmosphere in the
region of the poles (W. C. Skamarock, NCAR, personal
communications, 2010). At present, there is no easy way to
simulate positive-definite transport that is conservative on
the latitude-longitude grid in a finite-volume formulation.
Therefore, the 5th order horizontal momentum advection
and the 3rd order vertical momentum advection schemes are
used for D01. Finally, GU-WRF/Chem does not explicitly
resolve stratospheric dynamics and only simulates a limited
number of stratospheric chemical reactions. As a result, the
model exhibits some numerical instabilities over polar
regions and upper model layers, causing high concentrations

of O3 and a buildup of mass concentrations of nitrate in
those regions and layers. However, the use of the chemistry
polar filter developed by NCAR in all the simulations in this
work greatly reduced numerical instability of O3 in polar
regions. A smaller time step for advection processes was
used to help converge the numerical solution, which reduced
most nitrate buildup.
[44] Nevertheless, GU-WRF/Chem represents one of the

few unified global-through-urban models with consistent
model treatments (except for the advection scheme between
D01 and smaller domains) that can be applicable to simulate
air quality and its interactions with meteorology and climate
across a wide range of the spatial scales, quantify such
interactions, study the relative importance of major atmo-
spheric processes, and assess the effectiveness of O3 and PM
attainment under different future climate and emission sce-
narios. Similar to traditional source apportionment that has
been used to guide the development of emission control
strategies, an apportionment of aerosol feedbacks can pro-
vide valuable speciated feedbacks that can be used to guide
the development of the optimal emission control strategies
for both air quality control and adverse climate change
mitigation.
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